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Abstract
In cellular networks, a set of Base Stations (BSs) might be out of service and failed in 
the aftermath of natural disasters. One of the promising solutions to fix this situation is to 
send low altitude drones equipped with a small cellular BS (DBSs) to the target locations. 
This can provide cellular networks with vital communication links and make available 
temporary coverage for the users in unexpected circumstances. However, finding the 
minimum number of DBSs and their optimal locations are highly challenging issues. In 
this paper, a Mixed-Integer Non-Linear Programming formulation is provided, in which 
the DBSs’ location and the proper number of DBSs are jointly determined. An improved 
PSO-based algorithm is proposed to jointly optimize DBSs’ locations and find the 
minimum number of DBSs. As in the original PSO algorithm, the particles are randomly 
distributed in the initialization phase and a K-means-based clustering method is employed 
to generate the positions of the first-generation particles (DBSs). In addition, a custom 
communication protocol is presented for data exchange between the users’ equipment (UE) 
and the network controller. The proposed approach is evaluated through four simulation 
experiments implemented using Mininet-Wifi integrated with CopelliaSim. The acquired 
results show that the proposed solution based on the integration of PSO and K-means 
algorithms provides a low packet loss and latency. Moreover, it indicates that most of the 
users in the considered scenarios are covered by the DBSs.

Keywords  Drone base station · Particle swarm optimization · K-means algorithm · 
Deployment problem · Non-linear optimization

1  Introduction

Recently, drone-assisted cellular networks, where multiple drone-mounted BSs are 
integrated as relays to help the ground Base Stations (BSs), and to improve the ground 
users quality of service (QoS), have received increasing attention. In some situations, a set 
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of ground Base Stations (BSs) are temporary out of the service and failed in the aftermath 
of natural disasters, bad weather condition, and sudden congestion in places such as sports 
stadiums. When the BS failure occurs, re-designing the network can be extremely time-
consuming. The packet traffic also tends to increase during such scenarios. On the other 
hand, reactivating the failed and inaccessible BSs makes the connectivity and topology 
control a challenging task. Therefore, some actions should be taken to reduce potential 
effects in existing network infrastructure after happening such unexpected events [1].

One of the promising solutions for the above described problem is to send low altitude 
Unmanned Aerial Vehicles (UAVs) or Drones equipped with a small cellular BS to the 
target locations [2]. The drone-mounted BSs (DBSs) provide cellular networks with vital 
communication links and make available temporary coverage for the users in circumstances 
of connection shortage. Many studies have investigated the use of UAV carried BSs (UAV-
BSs) to improve wireless communications using UAV deployment and resource allocation 
schemes [3–18].

The above-mentioned literature have shown the network performance improvement is 
achievable by employing DBSs or UAV-BSs in cellular networks. However, some open 
challenges still remain when it comes to drone-cells, such as network resilience. Most of 
existing works are not able to provide an adequate level of network resiliency [19]. They 
manage the DBSs or UAV-BSs in an uncoordinated manner which suffers from lacked 
global network information and centralized decision making. The above-mentioned 
issues should be addressed in more intelligent ways to provide global view and control for 
deploying DBSs.

Recently, the software-defined network (SDN) has emerged as a promising method 
to design the future cellular network which provides a few new features to address the 
aforementioned challenges. By separating the control plane and data plane, a global view 
of the whole network is available for the SDN controllers. The information gathered at the 
control plane enables centralized decision making and control of the data plane through the 
flow-based procedure. Thus the network management is simplified since DBSs are directly 
programmable and abstracted to the data plane [20]. Several researchers have studied the 
placement of an SDN-based UAV network [15, 21–24].

However, there are still some open challenges and limitations when SDNs are 
implemented in UAV networks as they suffer frequent link disconnections. Moreover, it 
is difficult to identify the most proper route for the UAVs. In addition, in some use cases, 
UAV devices can be disrupted purposely and on-board resources might be not accessible 
[25, 26].

Observing this landscape, this paper proposes a method that addresses some of these 
above discussed concerns. The main contributions of this paper can be summarized as 
follows:

•	 The DBS Placement Problem is formulated as a Mixed-Integer Non-Linear 
Programming (MINLP) and then solved;

•	 A coverage modeling module and traffic modeling module consisting of a novel 
queuing modeling is developed within the controller;

•	 A PSO-based algorithm is proposed to jointly optimize DBSs’ locations and to find the 
minimum number of DBSs;

•	 The unsupervised ML clustering technique called K-means is employed in the PSO 
algorithm that predicts the initial value of the number of DBSs more intelligently; and

•	 A custom communication protocol (CCP) developed for exchanging the UE’s main data 
between UEs and the network controller.
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The remainder of the paper is structured as follows. Section 2 discusses relevant related 
work. Section 3 describes the DBS placement problem formulation. The proposed solution 
is detailed presented in Sect. 4. Section 5 presents the proposal evaluation and explicitly 
discusses its validity through numerical results. Section  6 concludes the paper bring 
directions for future work.

2 � Related work

Recently, drones have been used in wireless sensor networks and cellular networks thanks 
to their resilience and agility. The DBS deployment issue has been mostly influenced 
by the reliability of the air-to-ground link, which is the main purpose of optimizing the 
location, height, and number of the DBS in order to maximize the coverage on the network. 
In this section, traditional and ML-based DBS placement approaches and SDN-based DBS 
placement solutions are discussed.

Literature first formulate the 3D UAV-BS placement problem by taking into account 
the maximum allowed air-to-ground path loss (PL), data rate requirements of various 
users, limited available bandwidth, power constraint, backhaul, and access links resource 
management, with different goals, such as: to maximize the number of covered users 
[3–12]; to cope with the inter-cell interference [6]; to maximize the aggregated data of 
all users (data rate requirements) [13, 14]; to provide continuous connectivity and 
communication between various UAVs [15]; to maximize network profit [16]; to maximize 
the spectral efficiency of the whole system [17]; and to minimize the total energy 
consumption [18].

In [5], authors propose a method to solve the UAV-BS placement which includes a 
classical Branch and Bound algorithm with relaxation induced neighborhood search 
(RINS) and a heuristic algorithm to the UAV-BS placement and user association problem 
in linear time. In [14], authors take advantage of a Genetic Algorithm (GA) to solve the 
optimization problem in which the UAV-BS radius coverage and its horizontal position 
are considered as a gene in the GA model. In [16], authors use a low complexity heuristic 
algorithm called “Golden Section Search” (GSS) algorithm to find the optimal altitude of 
the UAV-BS. After finding the optimal location of the UAV-BS, the authors reduce the 
resource allocation problem to a Multidimensional Binary Knapsack Problem (MBKP) 
that can be solved in polynomial time. In [8], another meta-heuristic algorithm, called 
Social Spider (SSO) algorithm, is proposed in order to solve the problem and find the 
optimal location of the UAVs and their association with both GBSs and UEs. A PSO-based 
algorithm is also presented in [27] to jointly optimize UAVs’ locations, their Signal to 
Interference plus Noise Ratio (SINR) transmit power, and find the minimum number of 
UAVs.

Recently, scholars take advantage of machine learning techniques for the possitiong 
issue of UAVs in the UAV-aided wireless networks. In [17], authors solve the 
optimization problem by proposing a deep reinforcement learning algorithm (DQN), 
which consists of both reinforcements learning Q-learning and deep learning CNN. 
DQN calculates the spectral efficiencies and tries to move the UAV-BS to a route or 
location that has the maximum average spectral efficiency. In [9], authors present a deep 
reinforcement learning (DRL) control strategy for UAV mobility by taking account 
to the movement of the users without considering their locations. A deep Q-learning 
algorithm is used to control the UAVs mobility, and a time-series CNN-based model to 
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estimate the quality of the link at each time slot. In [10], authors solve the deployment 
problem of multiple UAVs by adopting a centralized multi-agent Q-learning algorithm. 
The reward function used in the training process of Q-learning algorithm, is built based 
on corresponding power consumption and the optimal association scheme for given 
statistical user distribution and UAVs’ state.

In theory the centralized architecture can obtain the best system performance. How-
ever, the time complexity of real-time modelling the dynamic network environment is 
high, since the network scale is expanding. In addition, the communication delay is also 
high, because the UEs data should be uploaded and processed centrally on the central 
controller. Therefore, authors in [11] propose a distributed resource allocation algorithm 
for the UAV networks based on multi-agent collaborative environment learning, and in 
[12] a federated multi-agent deep deterministic policy gradient (F-MADDPG) based tra-
jectory optimization algorithm is presented. In [28] authors provide a UAV positioning 
ML-based algorithm to predict overloaded Macro cell based on the temporal and spatial 
flow of the users. After estimating the congested macro cells, a set of UAV-BSs should 
fly to the location in order to temporarily establish required links and communication.

Recently, the software-defined network (SDN) has emerged as a promising method 
to design the future cellular network, as well. Authors in [21–23], and [15] provide 3D 
multi-UAV SDN-enabled placement optimizations. The SDN architecture of the pro-
posed models consist of a control plane, data plane, and a communication protocol. The 
OpenFlow v1.5 protocol is considered as the communication protocol between the data 
plane and the control plane. In the data plane, the authors investigate a high mobility 
urban topology where each DBS has dynamic resource allocation on demand.

The SDN controller which is the heart of control panel, consists of various modules. 
In [21] the controller consists of coverage area modeling, traffic modeling, and path plan-
ning modules for the DBSs’ operations. The nearest neighbor weighted interpolation 
algorithm is employed in order to estimate the 3D position of the DBS. In [22], the con-
trol plane contains a distributed and parallel maximization (AM) iterative algorithm to 
solve the provided problem. Authors utilize the modified alternating direction method of 
multipliers (ADMM) and the successive convex optimization (SCO) algorithms to make 
the 3D UAV deployment problem and user association and scheduling blocks more trac-
table. In [23], the SDN controller includes two modules; the resource allocation (RA) 
and authentication and charging (AC) modules. The authors use the concave-convex 
procedure (CCCP) and bisection search algorithms to solve optimal resource allocation 
and optimal altitude-to-radius ratio sub-problems. In [15], the authors employ Grey Wolf 
Optimizer in controller to find the optimal placement of multiple UAVs and to calculate 
the distance between two UAVs. Authors in [29] present the SDN-based topology man-
agement for FANETs (STFANET) based on [30] which tries to maximize the number of 
interconnected users and minimize link distances. In that case, the network connectivity 
would still rely on individual nodes, in which their operational failure would compromise 
ongoing connections and transmissions between users. In other words, the restoration of 
active communications during failure occurrences might be merely performed by nodes’ 
position replacement, which would demand reallocation time and energy consumption.

To enhance the UAV formation that outcomes from the construction phase of [29], we 
proposed a new approach in our previous paper [31] to construct a more resilient and man-
ageable topology formation. We considered a set of graph theory concepts for network 
evaluation to guarantee user connectivity, alternative transmission paths, and less possible 
amount of nodes being points of failure, as a consequence. Also, the spring virtual force 
method is applied by using attractive-repulsive forces among nodes.
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Table 1 summarizes the main aspects of the revised relevant related work.

3 � System Model

Consider a very simple UAV-based communication system as represented in Fig. 1 which 
includes a mobile user ( userj ), BS ( BSk ) and DBS ( DBSi ). In some use cases, terrestrial 
BSk is out of service and cannot serve the userj . In this case, DBSi acts as a BS in order 
to provide temporary communication links for userj . The users are located in an area of 
radius rdi served by a DBS, in this case DBSi , located at 3D coordinates (xdi, ydi, h) where 
the altitude of DBS is h and can be between a minimum and maximum allowed altitude 
( hmin ≤ h ≤ hmax ). Finding the optimal numbers and coordinates of the DBSs are still 
open issue which is known as placement problem. Each DBS can cover a maximum of M 
number of users, and each user for example userj is located at horizontal position (x�

j
, y

�

j
) 

where j = 1, 2,… ,M . Each user j is capable of transmitting the data rate Tj and power pij . 
This paper only considers the data transmission between users and the DBSs (access link) 
for the sake of simplicity. Next, the data rate and path loss models in the access link are 
discussed.

3.1 � Data Rate and Path Loss Models in the Access Link

DBS deployment affects the users coverage area as well as the reliability of the Air to 
Ground (AtG) communication links. Different types of channel models exist in the litera-
ture to model the AtG path loss. In this paper, the considered channel model is the one 
presented in [32] because of its well-proven results. Depending on the propagation envi-
ronment, air-to ground communication links can be either LoS or non-line-of-sight (NloS). 

Fig. 1   The system overview
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LoS connection probability between the receiver and transmitter is an important factor, as 
it affects the users’ power utilization. The probability of having a LoS connection between 
user and DBS depends on different factors, such as building density, user’s location, and 
DBS elevation angle between the user and DBS. The probability of having a LoS and 
NLOS connections between user j and the DBS i are calculated according to [32].

The data rate between user j and DBS i can be calculated as follows based on the path 
loss model provided in [32]:

where Bij and pij are sub-channel bandwidth, transmit power allocated by the DBS i to user 
j and �2 is the noise power spectral density of the Zero-mean white Gaussian noise at the 
receiver. �ij is the avarage pathloss between user j and DBS i which is calculated according 
[32].

The descriptions of all the notations are presented in Table 2.

(1)Rij = Bij ∗ log2

⎛⎜⎜⎝
1 +

pij ∗ 10
−�ij

10

Bij ∗ �2

⎞⎟⎟⎠

Table 2   Summary of all 
notations

Symbols Description

�ij The average pathloss between user j and DBS i
Rij The data rate between user j and DBS i
Tj The data rate requirements of user j
Bij The sub-channel bandwidth allocated by the DBS i to user j
pij The transmit power allocated by the DBS i to user j
fc The fronthaul carrier frequency
c The speed of light
h The altitude of the DBS
Dij 3D distance between user j and DBS i
�ij The horizontal distance between the user j and DBS i
� A noise figure
M The maximum number of users covered by the DBS
NDBS The number of DBSs
E[wij] The waiting time of user j in the queue inside the DBS i
Xij A binary variable to determine if user j is covered by DBS i
rdi The radius of the DBSs i
Pmax The maximum transmission power allocated by a DBS
Bmax The maximum bandwidth allocated by a DBS
�2 The noise power spectral density
Uj The horizontal position of the user j which is (x�

j
, y

�

j
)

DBLj The battery level of user j
DTRj The traffic requested by user j
DTj The type of user (device) j, soft real-time or hard real-time
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3.2 � Placement Problem Formulation

The initial number of required DBSs (NDBS) to start serving a set of users in an area can be 
defined as the total number of users in the network divided by the maximum number of users 
that each DBS covers. Then using intelligent algorithms, the optimal number of DBSs can be 
estimated. Considering the maximum number of users that a DBS can serve, Mi,

Considering the sum of data rate requirements of users, T and the capacity of the DBS, 
Capacity then:

Therefore, the optimization problem is formulated as follows:

Subject to

The problem formulated by (4) aims to minimize the number of required DBSs (NDBS) by 
minimizing the waiting time of the users in the queue. E[wij] is the waiting time of user j in 

(2)NDBS =
TotalUsers

Mi

(3)Mi =

⌊
T

Capacity

⌋

(4)minxdi,ydi,h,Xij

NDBS∑
i=1

M∑
j=1

E[wij]Xij

(5)Rij ≥ Tj ∶ ∀j ∈ M

(6)
∑
j∈M

Rij ≤ Capacity

(7)xmin ≤ xdi ≤ xmax

(8)ymin ≤ ydi ≤ ymax

(9)hmin ≤ h ≤ hmax

(10)
NDBS∑
i=1

Xij ≤ 1 ∶ ∀ ∈ {1, 2,… ,M}

(11)
M∑
j=1

Bij = Bmax

(12)
M∑
j=1

pij = Pmax

(13)rdi < rmax ∶ i ∈ {1, 2,… ,NDBS}
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the queue inside the DBS i. Xij is a binary variable ( Xij ∈ {0, 1} ) that determines if user j is 
covered by DBS i or not. A user can be served by a DBS if horizontal euclidean distance 
between the user and DBS is less than or equal to DBS’s coverage radius ( rdi):

Constraint (5) indicates that QoS requirement of each user should be satisfied which Rj is 
the data rate between user j and DBS and Tj is the data requirement of user j. Constraint 
(6) shows that total data rate of all covered users served by one DBS cannot exceed the 
data rate capacity of that DBS. Constraints (7), (8), and (9) indicate the placement region 
of the 3D coordinates of DBSs which xmin, xmax, ymin and ymax are limits of the area and hmin 
and hmax are the minimum and maximum altitude of a DBS allowed to reach. Constraint 
(10) ensures that each user should be served at most by one DBS. Constraint (11) and (12) 
show the resource limitation which Bij is bandwidth allocated by DBS i for user j and pij 
is transmission power allocated by DBS i for user j. Constraint (13) indicates that radii of 
DBSs i ( rdi ) is no longer than the maximum radii.

3.3 � Linearizing the optimization problem

The problem P, which is the constraint-based mixed-integer programming problem, can be 
reformulated as:

where f (xdi, ydi, h,NDBS) is the unconstrained cost function and Constraints can be shown 
as:

According to problem P (4), the constraints (5–13) contain equals signs and comparison 
operators. Regarding the equals sign we need to multiply a large number ( Φ ) by the 
subtraction value of the expressions on the two sides of the equals sign and add the result to 
the cost function. In this case the Φ ∗ (Pmax −

∑M

j=1
pij) and Φ ∗ (Bmax −

∑M

j=1
bij) are added 

into the cost function. Regarding comparison operators, in this case greater than or equal to 
( ≥ ) and less than or equal to ( ≤ ), the subtraction value of both sides of the equation is not 
highly important, but satisfying the equation is essential. Thus, a new binary variable �k is 
defined to determine whether the given equation is satisfied:

(14)Xij =

{
1 if 𝜎ij ≤ rdi
0 if 𝜎ij > rdi

(15)
f (xdi, ydi, h,NDBS) = minxdi,ydi ,h

NDBS∑
i=1

M∑
j=1

E[wij]Xij

+ Constraints.

(16)

Constraints = Φ ∗

(
9∑

k=1

�k +

(
Pmax −

M∑
j=1

pij

)

+

(
Bmax −

M∑
j=1

bij

))

(17)
{
�k = 1 if the equation is not satisfied

�k = 0 Otherwise



	 F. Pasandideh et al.

1 3

when the equation is not satisfied a penalty value should be imposed to the cost function. 
Therefore (�k ∗ Φ) is added into the cost function.

The next section explains the provided solution to solve this formulated placement 
problem.

4 � Proposed Solution

4.1 � Proposal Overview

UAV deployment is an open issue in FANET-based scenarios. Due to regulatory issues, 
UAVs are not allowed to fly over all regions and have altitude constraints. Therefore, 
the UAV deployment in the vertical and horizontal dimensions is a challenging task. 
Motivated by these facts, this work proposes a conceptual design of a system for DBSs 
placement which is shown in Fig.  2. This proposal uses a SDN-based approach to 
manage the network resources so that the users can be properly served by the DBSs.

C
ontrol Plane

Traffic Manager
Queue Model

Coverage Manager
Placement problem

Formulation,
ML-based solution

C
om

unnication
 Layer

Custom Communication Protocol

D
ata Plane

UAV Controller

UAV Controller

Remote
Controller

Other Modules

Fig. 2   Proposed network system architecture for DBSs placement
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As can be observed in Fig. 2, in the data plane there is an urban topology including 
mobile users, BSs and DBSs. The terrestrial BSs are out of service and cannot serve 
these users. Then, the controller that has a global view of the whole network will enable 
programming the DBSs on the fly by managing network resources. The DBSs have a 
dedicated link with the controller to reduce backbone load and latency (control plane).

The system architecture is designed so that the controller runs multiple modules, which 
controls the traffic modeling and coverage area. Moreover, it runs a PSO-based algorithm 
to jointly optimize the DBSs’ locations and to find the minimum number of DBSs. Finally, 
a custom communication protocol (CCP) is used for exchanging the UE’s main data 
between UEs and the network controller. This section continues describing the details of 
these parts of the proposed solution.

4.2 � System Architecture

This section describes the Traffic modeling module, the proposed communication protocol 
and PSO-based approach to solve the placement problem described in Sect. 3.2. Accord-
ing to Fig. 2, the proposed network architecture contains three main layers: the Data layer 
includes NDBS number of DBSs and TotalUser number of users, which are uniformly dis-
tributed in the topology with the locations given by Uj = (x

�

j
, y

�

j
) ; the Control layer that runs 

multiple modules, such as the traffic modeling module and coverage area modeling mod-
ule; and the Communication layer which connects data layer to control layer. The elements 
that constitute these layers are described in the following.

4.2.1 � Traffic Modeling Module

The network is composed of a number NDBS of DBSs each that can support a maximum 
number of users M. Both NDBS and M are known by every DBS and the controller, such 
as the traffic request (packet/s) for UE within the network. The network is composed of an 
aerial controller, multiple DBSs, and UEs (also known as nodes). The UEs are classified 
into two categories: Online or Disconnected.

Online devices (OD) are the ones that can communicate keeping a QoE above a 
threshold value, in which both values are related to the waiting time until a package is 
dropped. On the other hand, the Disconnected devices (DD) only exist when a device tries 
to connect to a DBS which capacity, M, is already full (exceed backhaul capacity). This 
device will be placed in a queue. If it remains in the queue for longer than a threshold value 
queue priority will be given to it.

Every UE must share at least four valuable data: local position, battery level, traffic 
request (number of packets per second), and the type of application (hard or soft real-time), 
which can be observed in Fig. 3. These data will be used to create the queues and to allo-
cate the nodes to the respective queue’s best position.

The Uj is horizontal position of the user j which is represented by (x�

j
, y

�

j
) . Uj is used to 

create the map with every DBS and user connected to the network.
The battery level of the user ( DBLj ) is the percentage of the remaining energy of the 

user’s battery. It is used to prioritize the communication for devices with values lower than 
a threshold, and place DDs in a privileged queue position due to the low battery levels. 
The traffic request ( DTRj ) is the number of packets per second requested by user j. The 
maximum waiting time, and the mean queue length are calculated based on the DTRj , such 
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calculation will be shown throughout this section. Each user or device j should have a type 
( DTj ) that can be soft real-time or hard real-time, depending on its application. There is 
one queue for each DTj , therefore there are two sub-queues for each DBS, a hard real-time 
queue with a higher priority, and a soft real-time queue with lower priority.

Queuing module:
The queuing model plays a vital role in the choice of the users who can communicate with 

the controller. DBLj and DTRj are two main time-varying parameters in our queue model. The 
queuing module is proposed to control the OD’s packages based on the delay tolerance for 
each DBS traffic demands. Therefore, in proposed queuing module, the mean queue length 
(MQL) for each DBS is calculated, which is the sum of the MQL for the soft real-time queue 
and the MQL for the hard real-time queue, in order to improve the Quality of Experience 
(QoE) for all users. For each DBS there are two possible queues, one specifically for hard 
real-time and the other one for soft real-time applications. The queue position of each user, 
for example user j, is defined based on its type ( DTj ) and its battery level ( BTLj ) If the BTLj is 
higher than a threshold value, for example, 20 percent, it will be allocated to the last position 
of its respective queue. Otherwise, the battery level of the new user k ( BTLk ) will be compared 
with the users that are already in the queue until the best position for this device is found.

4.2.2 � Custom Communication Protocol

Already established communication protocols for similar applications were studied, such 
as the OpenFlow protocol. However, it was chosen to develop a Custom Communication 
protocol (CCP) in this work since it would be lighter and would allow for better network 
scalability than OpenFlow. In other words, OpenFlow provides a large set of functionalities 
that all of them are not necessary and useful for the proposes of this work. Therefore to 
skip those functionalities we use CPP which has a smaller set of functionalities compared 
with Openflow. CCP is developed for exchanging the UEs’ main data between UEs and the 
network controller. Therefore, a tunneling protocol is used to encapsulates the CCP inside 
the UDP data. The CCP is divided into two sections, the header and data.

The CCP header section is composed of seven bytes, the first is the start byte that indicates 
the start of the CCP. The second one is the “Lenght” which is the number of bytes sent in the 
CCP’s data section. The third byte is the sequence number, which represents the number of 
the message sent, to analyze packet loss. The fourth is the source address that is the name of 
the UE that sent the message. The “Dest ADD”, the sixth byte, is the name of the device that 

Fig. 3   Traffic Modelling Module 
Representation
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should receive the message. The sixth byte is the Mode of the UE, which can be defined as 
one or two. If the mode is set to one, the UE will send a message to the controller, which will 
save the UE’s data, and it will wait for a response. However, if the UE’s mode is set to 2, the 
message should be received by the UE which name is set in the “Dest ADD” byte. The seventh 
and last byte is the ENC, if it is set to one, it represents the end of the communication, the last 
message, between the UE and the rest of the network nodes.

The data section of the CCP is composed of at least six bytes, the first two respectively 
representing the UE’s local position on the x-axis and y-axis. The third represents the UE’s 
battery level, the fourth the UE’s type of application. The type can be defined as one for hard 
real time application and zero for soft real time application. The fifth byte is the traffic request 
that represents the frequency of packets sent by the device (packets/s). And the sixth and last 
mandatory byte represents the max time that the UE can wait in the queue. If necessary more 
bytes can be sent within the data section, for example for more robust testing of the network.

4.2.3 � Proposed PSO‑Based Algorithm for Coverage Module Model

Particle Swarm Optimization is a computational method that optimizes a problem 
by iterative enhancing the candidate solution and discovering the global optimum. In 
this paper, PSO algorithm optimizes the placement problem of DBSs by using the sets 
of candidate DBS positions called particles and moving the swarm of particles, which 
represent potential solutions, around in the search-space according to simple mathematical 
formulae over the particle’s position, velocity, and cost value. Each particle’s movement 
is influenced by the best position the particle has experienced (local best position) and the 
best position that all the particles have experienced (global best position). Therefore, each 
particle (DBS) adjusts its flight according to its own flying experience and companion’s 
flying experience. This is expected to move the swarm toward the best solutions [29, 31].

However, PSO suffers from trapping in the local minimum or finding the best global mini-
mum in some problems. The particles are not successful to cover the entire search space, as 
they are distributed randomly in initialization phase using Gaussian or uniform distribution. 
It is expected that by improving the initialization phase, the final results of PSO would be 
more accurate. Therefore, it is important to improve the initial population generation phase to 
cover the feasible space properly. There are some investigations that take advantage of other 
optimization methods to reinforce the exploitation and exploration phases of the PSO algo-
rithm, such as [33–35]. Authors in [36, 37] try to improve the population initialization step. 
In the following, the proposed PSO-Based algorithm is explained in detail.

The first step of the PSO algorithm is to initialize the PSO parameters, including, acceleration 
coefficients ( c1 , c2 ), random vectors ( r2 , r2 ) and inertia weight (w), and the number of population 
(npop) which is the number of DBSs(NDBS). The basic PSO algorithm randomly determines 
these parameters. However, they can be initialized more accurately to enhance the PSO param-
eters. Regarding npop (the number of DBSs) if the scheme starts with one DBS it is not desirable 
as the number of PSO iterations will increase. Thus a more accurate number of DBSs is needed 
to reduce the number of PSO iterations which is already calculated in Sect. 3.2. The next step is 
to initialize the positions of DBSs (particles). The initial generation is commonly randomly gen-
erated in the PSO algorithm. However, such random initialization suffers from the less satisfac-
tory performance. More specifically, the K-means clustering-based algorithm can be employed 
to determine the initialized positions of the DBSs in the area.

The goal of the PSO algorithm is to locate the DBDs in a 2D plane and find ( xdi, ydi ) 
based on the linearized optimization problem in Sect.  3.3. After calculating the cost 
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function for each particle based on Sect. 3.3, then current PSO iteration time, particle’s 
local best, and global best are updated based on this function. Next, the velocity of DBSs 
located at the new positions is updated and the velocity limits ( vmin and vmax ) are applied. 
To make sure that all the particles stay inside the search space, velocity mirror effects 
are avoided which means if a particle is outside the search space, it should be moved 
back inside. After updating the personal and global best of each DBS, the PSO algorithm 
will terminate if the swarm met the termination criteria. If it terminates, the optimal 
position of the DBS is obtained then check if the waiting time of the users in the queue 
is minimized or not. If it is not minimized, it is realized that the number of DBSs is not 
sufficient, then this number is increased by one and perform the steps from scratch.

(a) Improved population initialization phase
In the original PSO algorithm, the particles are distributed randomly in the initialization 

phase. The proper initialization of the first-generation particles can improve the 
performance of the PSO algorithm. A K-means based clustering method can be proposed 
as an initialization method to generate the positions of the first-generation particles (DBSs).

•	 K-means: More specifically, the K-means algorithm is an iterative algorithm that tries 
to partition data points (users) into K pre-defined distinct non-overlapping clusters 
where each user belongs to only one cluster. It assigns users to a cluster such that 
the sum of the squared distance between the users and the cluster’s centroid is at the 
minimum [38]. The centroid is the arithmetic mean of all the users that belong to that 
cluster. The Cluster head or centroid, in this case refers to the DBS.

	   The following problem has to be solved: 

 subject to 

 where xjk is a binary varible determines if user j belongs to cluster k ( xjk = 1 ) or not 
( xjk = 0 ). Uj and �k are the coordinates of jth user and the centroid of user j’s cluster, 
respectively. They are both located in ℝd , where d is the dimensional of users. Con-
straint (19) indicates that each user should be assigned to exactly one cluster. Constraint 
(20) shows that the coordinates of centroid of cluster k depend on values of xjk and Uj 
variables. The problem (18) which contains these non-linear constraints can be rewrit-
ten as the following problem: 

(18)minx

TotalUsers∑
j=1

K∑
k=1

xjk
‖‖‖Uj − �k

‖‖‖
2

(19)
K∑
k=1

xjk = 1∀j

(20)�k =

∑TotalUsers

j=1
xjkUj

∑TotalUsers

j=1
xjk

(21)xjk ∈ {0, 1}∀j, k
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 subject to 

 The problem represented in (22) shows that instead of minimizing the distance to 
centroids ( �k ), the idea is to minimize the distance to just any set of points ( yk ) that 
will give a better solution based on results. It turns out that these points are exactly the 
centroids. To solve the objective function, first the values for yk variables are fixed and 
the optimal values for xjk variables are found, then the values of xjk variables are fixed, 
and the optimal values for yk variables are found.

	   The proposed algorithm is shown in Algorithm  1. As can be observed in the 
algorithm, the positions of the users XU is considered as an input.

 The output is the optimal position and optimal number of DBSs, respectively, XD and 
NDBS∗ resulted by the proposed algorithm. After calculating the initial value of NDBS 

(22)minx

TotalUsers∑
j=1

K∑
k=1

xjk
‖‖‖Uj − yk

‖‖‖
2

(23)
K∑
k=1

xjk = 1∀j

(24)�k =

∑TotalUsers

j=1
xjkUj

∑TotalUsers

j=1
xjk

(25)xjk ∈ {0, 1}∀j, k

(26)yk ∈ ℝ
d∀k
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according to (2), the initial positions of the particles (DBSs) are generated using 
K-means algorithm. The PSO parameters including w, c1 and c2  are initialized accord-
ing to (XXXX),(XXXX) and (XXXX) respectively, the remaining parameters such as 
r1 , r2 and velocity are initialized in line 5. Then the Costfunction is calculated according 
to (15) in line 6. Finally the personal best and global best are updated. Then the PSO 
algorithm iteratively runs updating the velocity and the velocity limit of the particles 
(line 11 and line 12). The cost function is obtained by the formulation provided in (15) 
and updated in line 13. Then PSO updates the individual local best solution of particles. 
The global solution is continuously updated (line 14), as well. The repetition finishes if 
the swarm met the termination criteria. Then the output of the algorithm XD and NDBS∗ 
is obtained. Finally, if the E[wij] , the waiting time of userj in the queue inside the DBSi , 
is satisfied, the the algorithm terminates, otherwise, the algorithm run from scratch 
with one more DBS ( NDBS + +).

5 � Evaluation

5.1 � Simulation Setup

The proposed network architecture was implemented using Mininet-Wifi wireless network 
emulator and CoppeliaSim.

The robot simulator CoppeliaSim represents an intuitive environment to create various 
virtual worlds by providing different types of robots, objects, structures, sensors, and actua-
tors. Each object/model can be individually controlled via an embedded script, a plugin, a 
ROS or BlueZero node, a remote API client, or a custom solution.1

In this paper, the CoppeliaSim is used only for the representation of the DBSs and 
user-nodes. Some physical configurations for DBSs, such as the number of engines, the 
velocity, and the position, are defined inside the CappeliaSim. Instead of having all the 
actions and algorithms inside the CopelliaSim, a Remote API is provided which is inside 
the Mininet-Wifi, connecting to the CoppeliaSim and doing all the calculations and actions 
for the controlled nodes. In other words, the remote API acts as a controller, calculating 
the best positions for the DBSs, providing mobility and movement models, then sending 
all the information to the CoppeliaSim to verify if DBSs are located at the best places, the 
maximum number of users are covered and so forth. Mininet-Wifi was used to emulate the 
data plane (network scenario) that run virtual nodes, such as stations, hosts, access points, 
switches, and their links and characteristics. Figure 4 shows the implementation tools and 
their relations.

5.2 � Simulated Scenarios

Consider a scenario where a set of ground base stations are out of the service and can-
not serve all users due to temporary events such as natural disasters, happening of sudden 

1  https://​www.​coppe​liaro​botics.​com/.

https://www.coppeliarobotics.com/


An Improved Particle Swarm Optimization Algorithm for UAV Base…

1 3

congestion in places such as sports stadiums, etc. Hence, multiple DBSs are immediately 
sent to the target location and establish the necessary communication links and cover that 
area.

The proposed approach is evaluated with three sets of users 15, 75 and 150 mobile users 
which are able to move in the environment with a square shape (100 × 100 m2 ). The value 
of users speed is variable and it is calculated based on the users’ position over time, ranging 
from 5 to 10 m/s. The simulation was performed for one hour long, which was considered 
to be enough in order to have the users sufficiently spread through the environment. Then, 
the number of DBSs and their optimal locations are achieved in each scenario using the 
proposed algorithm.

The full set of parameters referred to the simulated scenarios and presented algorithms 
that compose the proposed solution is presented in Table 3.

5.3 � Evaluating the Proposed Algorithm

This section discusses the simulation results obtained from the characterization of the 
proposed algorithm including, the rate of packet loss, latency, bandwidth, and the number 
of covered and uncovered users. The results described in this section correspond to the 
simulation settings presented in Table 3.

A factorial experiment was considered to show the average, maximum and minimum 
rate of bandwidth, latency and packet loss, in which one factor (the number of end-users) 
varies from 15 to 75 and 150 and another factor (the number of DBSs) varies from 3 to 5 
and 10, as shown in Table 4. According to Table 4, the average value of bandwidth for the 
scenarios with 15 users and 3 DBSs, 75 users and 5 DBSs, and 150 users and 10 DBSs, 
is 96.70, 42.74 and 22.18, respectively. In the scenario with 15 users a high bandwidth 
is available for users, while by increasing the number of users, the amount of bandwidth 
decreases, as expected, but the users are still being served. In addition, the average amount 
of latency is 12.34, 12.28 and 13.46 ms for the scenarios with (15 users, 3 DBSs), (75 
users, 5 DBSs and (150 users, 10 DBSs), respectively. As Table 4 represents, the average 
rate of packet loss for the scenarios with (15 users, 3 DBSs), (75 users, 5 DBSs) and (150 
users, 10 DBSs) is 4.29, 2.16 and 8.26 percentage, respectively.

From the results measured by these metrics, the following considerations can be done, 
as follows:

•	 Connected and Disconnected users to the DBSs:
	   The proposed PSO-based algorithm calculated the allocation of 3, 5 and 10 DBSs 

for 15, 75 and 150 sets of users, according to Fig. 5(plots A, E and I), respectively, as 
well as their optimal locations. However, to provide a general view and confirm that 
these numbers of DBSs for each set of users are the optimal ones, Fig. 5 shows all the 
possible combinations, including (15 users, 3 DBSs), (15 users, 5 DBSs), (15 users, 
10 DBSs), (75 users, 3 DBSs), (75 users, 5 DBSs), (75 users, 10 DBSs), (150 users, 
3 DBSs), (150 users, 5 DBSs) and (150 users, 10 DBSs). Figure 5plot A shows the 
optimal location for 3 DBSs calculated by the PSO-based algorithm for a set of 15 
users.

	   Each DBS is represented with a different color and shape. The users are represented 
by small dots colored with the same color as the connected DBS. The grey color 
represents the disconnected users. The same explanation applies to the other figures. 
According to Fig. 5(plot A), all the users are covered by at least one of the 3 DBSs. 
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DBS0 shown in red covers users UE3, UE5, UE6, and UE7. DBS1 shown in orange 
covers users UE8, UE9, UE10, and UE12. The majority of users including UE0, UE1, 
UE2, UE4, UE11, UE13, and UE14 are connected to DBS2 shown in blue. As can be 
seen from the Fig.  5(plot A), there is no uncovered users, and all users are covered 
by one of the DBSs. By increasing the number of users to 75 and 150, the number of 
disconnected users that are not served by any DBSs, increases. However, the number of 
disconnected and uncovered users are not remarkable, as shown in Fig. 5(plots E and I), 
respectively.

•	 Packet loss for control and data plane:
	   In wireless communication such as UAV-based communication, decreasing the 

packet loss rate directly improves the performance of the network. When the DBSs 
start moving from their initial position, the different users connect to them. It depends 

Fig. 4   Simulation tools and possible scenario
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on the time that the DBSs reach the user’s area to start having an actual measurement 
of the packet loss.

	   Fig. 6 represents the percentage of packet loss for different scenarios, including (15 
users, 3 DBSs), (15 users, 5 DBSs), (15 users, 10 DBSs), (75 users, 3 DBSs), (75 users, 
5 DBSs), (75 users, 10 DBSs), (150 users, 3 DBSs), (150 users, 5 DBSs) and (150 
users, 10 DBSs). According to Fig. 6(plots A, B and C), that show the percentage of 
packet loss for the scenario with 15 mobile users, most of the users have an average of 
1% packet loss. In the scenario with 15 users and 3 DBSs, as Fig. 6(plot A) illustrates, 
the 60% packet loss happens for the user UE10 covered by DBS1 shown in Fig. 5(plot 
A). This is because UE10 is located far from the coverage area of DBS1 so that the data 
packets of this user fail to reach DBS1. By repeating the test with 75 users, shown in 
to Fig. 6(plots D, E, and F), although most of the users experience a negligible packet 
loss rate, some peaks in packet loss occur. For example, in Fig. 6(plot E), users UE10, 
UE22, UE41, UE60 and UE66 witness more than 60% packet loss rate in average. This 
is because the mentioned users are either in a dense area or far away from the DBSs, so 
that their data packets are dropped during their journey across the network.

	   As the number of users increases to 150, the network density, mobility of users and 
DBSs increase during the test, so that some connections are lost and re-established over 
the test. As Fig. 6(plots G and H) show, a huge amount of packet loss happens for the 
scenarios with (150 users, 3 DBSs) and (150 users, 5 DBSs). Since, 3 or 5 DBSs are 
not enough to serve 150 users, the proposed algorithm tries to divide the number of 
available DBSs, between all the users, which is not going to be able to fully cover all 
the users at the same time. Therefore, the users with lower priority are not covered 
and it can be observed a hug amount of packet loss. However, according Fig. 6(plot I), 

Table 3   Simulation parameters

Simulation Parameters Value

Scenario
Time 1 min
Dimension 100 × 100 m2

Number of user nodes 15,75,150
User nodes’ speed [5..10]m/s
Maximum transmission power allocated by a DBS ( Pmax) 0.5 mW
Maximum bandwidth allocated by a DBS ( Bmax) 20 MHz
sub-channel bandwidth ( Bij) 3 MHz
Transmission power ( pij) 30 dBm
Environment parameters a, b, �LOS , �NLOS 5.01888, 0.3511, 0.1, 21
Carrier Frequency ( fc) 20 GHz
Total backhaul capacity (Capacity) 800 MHz
noise power spectral density ( �) − 147 dBm/Hz
PSO and K-means Parameters
The initial number of Particles(cluster heads) eq (2)
The inertia weight (w) According to [39]
The position acceleration constant ( c1) According to [39]
The position acceleration constant ( c2) According to [39]
Termination criterion of topology construction algorithm 300
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the observed average packet loss rate is around 13% for data sent from users to the 10 
DBSs, which is the best number of DBSs calculated by proposed algorithm.

•	 Latency: In FANETs delays accrued mostly because of the inadequate link quality 
and availability of End-to-end path. Figure 7 indicates the latency for all the possible 
combinations of 15, 75 and 150 users with 3, 5 and 10 DBSs. As Fig. 7 represents, 

Fig. 5   The optimal location of 3, 5 and 10 DBSs for 15, 75 and 150 sets of users

Fig. 6   The packet loss rate of 3, 5 and 10 DBSs for 15, 75 and 150 sets of users
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the average latency for each set of users and DBSs is around 20 ms. However, in some 
stages of the simulation, the latency is extremely high. This occurs because the moving 
users have been not covered yet by any DBSs. In addition, latency is affected by the 
distance between users and DBSs.

	   The more distant users and DBSs are, the more latency is observed. Furthermore, 
before transmitting a lost packet through the network, the sender requires extra time 
to identify a dropped packet which leads to an increase in the latency. For example, 
for the scenario with 150 users, the Fig. 6(plot I), depicts around 10% packet loss 
rate which leads to 80 to 100 ms delay in some stages of the simulation (Fig. 7(plot 
I). However, according to Fig. 7(plots A, E and I), after a few seconds, the latency of 
the proposed approach starts stabilizing (at around 20 ms) and an acceptable latency 
is achieved because the multiple UAVs system with mesh topology starts covering 
the users. Figure  7(plots G and H), are different from the others, showing a high 
amount of latency, because 3 or 5 DBSs are not enough to cover the total number of 
users, which means many users are not able to connect to at least one DBS and they 
do not have any network connectivity.

•	 Bandwidth Fig. 8(plots A, B and C) illustrate the amount of bandwidth for different 
scenarios, including 15, 75 and 150 users and 3, 5 and 10 DBSs, in which the top 
line shows the max bandwidth (1 Mbps). Figure 8(plots A, B and C) show that the 
15 users served by at least 3 DBSs, can take advantage of full bandwidth. However, 
in some stages the amount of bandwidth is being reduced because the users are 
disconnected from DBSs or they are associating to new DBSs. By repeating the test 
with 75 users, as depicted in Fig. 8(plots D, E, and F), the bandwidth is fluctuating 
mostly between around 40% and 60% of the maximum bandwidth of the network 
(1 Mbps). By increasing the number of users to 150 and repeating the simulation, 
the amount of bandwidth decreases, as the number of users increases. According to 

Fig. 7   The amount of Latency of 3, 5 and 10 DBSs for 15, 75 and 150 sets of users
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Fig. 8(plots G, H and I), the bandwidth is low, between 20% and 40%. However, as 
Fig. 8(plot I) represents, after 1500s simulation time up to the end of the simulation 
(one hour), the bandwidth increases, which means that the packets are travelling 
quicker through the network. All in all, the variation in the bandwidth figures can be 
explained y the fact that the mobile users are moving at a variable speed in the area 
and, during the experiment, some of the users might not be covered by any DBSs, 
which, in turn, impacts the results of bandwidth and leads to the observed variations 
in the bandwidth figures.

All figures of the presented results are available in high resolution on the Github 
repository.2

6 � Conclusion

This paper proposed an improved PSO-based placement algorithm to find the minimum 
number of DBSs and their optimal locations. An initialization approach that estimates 
the initial value of the number of DBSs is provided by employing a K-means clustering-
based scheme in the PSO algorithm to improve the performance. A custom communication 
protocol (CCP) was also developed for exchanging the users’ main data between users 
and the network controller. The simulation results show impressive performance of the 
proposed PSO-based scheme in which very low packet loss and latency. It also indicates 
that all the users in considered scenario are covered by the DBSs. To extend the work, 

Fig. 8   The amount of bandwidth of 3, 5 and 10 DBSs for 15, 75 and 150 sets of users

2  https://​github.​com/​ecwolf/​SDN-​DBS-​p1/​tree/​PSO_​conti​nue/​fig/​select.

https://github.com/ecwolf/SDN-DBS-p1/tree/PSO_continue/fig/select
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in the future we will propose more other existing evolutionary computation algorithms 
such as Ant colony optimization (ACO) and Genetic Algorithm (GA) combining with the 
K-means algorithm or other advanced clustering algorithms such as Density-based spatial 
clustering of applications with noise (DBSCAN) to solve the placement problem.
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