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Abstract—The evolving Internet application landscape is en-
visioned to adopt technologies such as SDN, NFV, and MEC
to provide softwarized services, requiring resource orchestration
across multiple networks managed by different technological
and administrative domains. In such multi-domain settings,
the collaboration between networks and applications provides
opportunities to both applications to improve their performances
and network service providers to increase their business offerings.
Although many systems are proposed to support such collabo-
rations, they are point or incremental solutions. In this work,
we propose the exploration of a more integrated architecture
with huge possibilities taking a network-application integration
(NAI) approach. Specifically, we explore the NAI possibilities in
two concrete aspects: application-aware networking and network-
aware applications. We review recent progress in these two
aspects, and identify the key barriers in systematically realizing
such a deep integration. To address these barriers, we propose
a generic multi-domain NAI exposure and discovery frame-
work, called MUDED. Through different systematic analysis
and demonstrated prototypes, the MUDED’s key components
showcase: the maturing of the IETF ALTO protocol on the
road to becoming a generic NAI possibilities discovery and
exposure mechanism; and the optimized network view generation
to simplify the network service placement and management.

I. INTRODUCTION

Many novel multi-domain applications rely on a robust
interaction with their deployment infrastructure. Data-intensive
science applications (e.g., the large hadron collider, telescopes,
and light sources), for instance, rely on networks as one of
the key components of their infrastructure for local and global
interconnection of laboratories and data centres [26]. Another
unexpected but evident example is the current COVID-19 pan-
demic, with many institutional applications taking advantage
of the network infrastructure to share data quickly and support
collaborative efforts from multiple communities and disci-
plines such as medicine, health, and disaster mitigation [39].
Flexible inter-domain routing [4, 29] and multi-domain service
function chaining [2, 34] are also emerging applications that
construct complex data flows between users in the network.

Clearly, the collaboration between networks and applica-
tions increases the quality and hence the business offering
of the former, and the performance of the latter [21, 27].
Consequently, different systems and mechanisms have been

proposed to support such collaboration. However, they are
point or incremental solutions with various limitations. For
example, network providers and applications have considered
different nash equilibrium solutions [20, 36, 38]. However,
such solutions are largely application/network-oblivious, mak-
ing the interaction between them inefficient. Other solutions
follow a “best-effort” [22, 30] or “blackbox-request” [1, 33]
approach. Despite such proposals provide better network-
application collaboration, they are typically implemented un-
der the scenario of a single network, operated by a single
commercial entity with their own bespoke applications (e.g.,
Hadoop MapReduce, Google Search, Facebook).

At the crossroads, multi-domain applications are likely to
take advantage of technologies such as Software Defined
Networking (SDN), Network Function Virtualization (NFV),
Multi-access Edge Computing (MEC) to provide softwarized
network services, decomposed into Virtual Network Functions
(VNFs), usually instantiated in distributed resources which are
available across multiple domains with different technology
and/or administration [35] (See Fig. 1). Such network services
(or simply services) demand stringent requirements such as on-
demand application deployment, information on deployment
topology and network capabilities, scalability, and security. As
a result, much of the existing work does not directly apply, and
there is a need for two-way network-application interaction.

In this work, we propose to explore a more integrated and
coherent architecture that takes a deep network-application
integration (NAI) approach. Specifically, we explore the possi-
bilities of NAI in two concrete aspects: application-aware net-
working and network-aware applications. The first one allows
applications to specify diverse requirements for the network
infrastructure. The second one allows networks to expose
underlying network information available to applications.

Despite the huge possibilities of NAI, systematically re-
alizing it is non-trivial. The key challenge is the lacking of
generic and standard mechanisms for exposure and discovery
of NAI possibilities. Existing solutions either fail to provide
accurate resource sharing information [21, 31], or expose the
complete information of the network [5, 6], raising scalability
and security concerns.
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Fig. 1: An example for E2E Network Services across multiple
domains (Multi-technology and Multi-administration)

To fill this gap, we propose MUDED, a MUlti-Domain
generic NAI possibilities Exposure and Discovery framework.
The MUDED system resorts in two main mechanisms. First,
a standardized discovery and exposure mechanism based on
the IETF Application-layer Traffic Optimization (ALTO) pro-
tocol [31] to allow two-way network-application interaction.
Second, a novel method for constructing abstracted network
information to address the scalability challenges when pro-
cessing large amounts of data in multi-vendor, heterogeneous
technology environments.

The hypothesis of this work is that: application and network
integration is a key component for multi-domain settings,
which for widely use should consider generic and standard
mechanisms satisfying the ever so important features of NAI
possibilities exposure and discovery, along with addressing the
scalability and performance concerns. The validation of such
assertive takes place by pursuing three objectives: (O1) bridg-
ing the gap between networks and applications by showing
the huge possibilities of NAI in settings traversing multiple
domains; (O2) demonstrate the maturing of ALTO to be used
as a standard mechanism for exposing and discovering NAI
possibilities; and (O3) provide a novel abstraction mechanism
to generate service-optimized network inventory views among
different domains to deal with scalability requirements.

In order to achieve such objectives, a series of contributions
were achieved by this work, among them: the systematic
analysis of NAI possibilities, including the prototype imple-
mentation of a multi-domain NAI framework; several stan-
dardization proposals at the ALTO working group to extend
the ALTO design to support multi-domain settings; and a novel
abstraction mechanism to reduce the time to place services
while optimizing the management of resources.

The rest of the paper is organized as follows. Section II
presents the main research problem and motivation. Section III
describes how the research proposal is novel to existing work.
We point out main goals and contributions in Section IV before
concluding the paper in Section V.

II. MOTIVATION & RESEARCH QUESTIONS

A fundamental problem in the Internet architecture is that
applications and networks are designed with different objec-
tives [21]. On the one hand, network applications (i.e., network

resource consumers) aim to optimize the application’s utility
(e.g., maximize throughput, robustness, etc.). On the other
hand, network providers (i.e., Internet service providers or
ISPs) aim to optimize the network’s utility (e.g., minimize
inter-domain cost, minimize MLU - Maximum Link Utiliza-
tion, etc.). With this inefficient interaction, getting a feedback
between networks and applications is extremely limited.

In order to fill this gap, network providers and applications
have considered different nash equilibrium solution approach
(See Fig. 2a). ISPs, for example, attempt to improve the ap-
plication issues through an infrastructure upgrade, usage-based
charging model, rate limiting, or termination of services [38].
Meanwhile, applications attempt to improve the network effi-
ciency having flexibility in shaping communications patterns
as well as having flexibility to adapt to network topologies and
conditions [20, 36]. However, the poor network-application
cooperation in this approach does not allow to improve both
network and application utility.

Other existing solutions adopt either a “best-effort” [22, 30]
or “blackbox-request” [1, 33] approach (See Fig. 2b). In
the first one, solutions allow applications to submit complete
network requirements, and the network computes and enforces
the optimal resource allocation for applications. In the second
one, applications submit the amount of network resources
needed, and the network returns success or failure based
on the resource availability. Such solutions are quite good
but nevertheless typically implemented for bespoke applica-
tions, such as big-data (Spark/Hadoop MapReduce), search
(Google), social-network (Facebook). Besides, either “best-
effort” or “blackbox-request” approach has limitations on the
privacy/scalability, or has inefficiency in finding the optimal
resource allocation for applications, respectively.

For softwarized multi-domain environments, instead of op-
erating in the development of somewhat isolated and in-
cremental solutions, we propose the exploration of a more
integrated and coherent architecture. Such an architecture takes
a multi-domain NAI approach (See Fig. 2c) to accommodate
a variety of applications and domain sciences and a variety
of administrations and virtualization technologies. The design
of a single coherence system considers both application-
aware information to the network and network awareness
in applications. Such research perspective is addressed in
subsection IV-A, “Deep Network & Application Integration”,
which poses the following research question:

Research Question #1: What are the possibilities of a
much stronger network & application collaboration than
the current mainstream networking?

In this subsection, we conduct a systematic review of the
large variety of possibilities in designing and implement-
ing NAI by application-aware networking and network-aware
applications. We also present the design and evaluation of
MUDED, a generic multi-domain NAI possibilities exposure
and discovery framework.

Instead of building from scratch, we aim to design a
multi-domain NAI framework that leverages the maturing of
protocols and interfaces such as the IETF ALTO protocol.
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Fig. 2: Different approaches for the interaction of networks and applications: (a) nash equilibrium point, (b) best-effort/black-box
approach, and (c) network-application integration (NAI) approach.

ALTO already introduces basic mechanisms (e.g., modularity,
dependency) and abstractions (e.g., map services) for ap-
plications to improve their performance [10]. However, the
current ALTO base protocol is not designed for a multi-
domain setting of exposing network information. Towards such
resolution, throughout subsection IV-B of this work, “Multi-
domain Information Exposure & Discovery using ALTO”, we
pose the following research question:

Research Question #2: How to expose and discover
multi-domain NAI possibilities using ALTO?

In this subsection, we identify what network information
the multi-domain applications need and the benefit of using it.
We then discuss the current ALTO design issues for gathering
such multi-domain information along with basic mechanisms
to be considered to allow ALTO to expose network information
across multiple domains.

On the other hand, as the deployment size and heterogeneity
complexity of softwarized multi-domain networks increase,
one of the foremost challenges for management systems is how
to handle the scale of network service provisioning effectively.
A common system engineering principle to deal with scalabil-
ity requirements is to introduce proper abstraction mechanisms
that reduce the discovery time of network resources while
simplifying their management. As subsection IV-C showcases,
aiming “ANI: Abstracted Network Inventory”, we pursue:

Research Question #3: How to effectively handle the
scale and complexity of multi-domain environments to
create proper abstract network views?

In this subsection, we propose the Abstracted Network
Inventory (ANI) component to generate service-optimized
network views over the same network inventory. ANI im-
plements a novel abstraction method where network service
requirements are used as an input to generate an optimized
abstract network inventory representation, called Logical Net-
work Inventory (LNI).

III. STATE OF THE ART

A. Network-Application Integration (NAI)

There are huge possibilities of NAI, however, there are still
in place three major barriers to systematically realize such a
deep integration.
(B1) Network information exposure. Applications are lack-
ing of visibility of available and shared network resources

(e.g., bandwidth of shared resources for a set of flows),
resulting in poor performance. Existing network resource
exposure mechanisms, including graph-based [5, 6] and one-
big-switch-based [21, 31] representations, either expose all
sensitive information, or fail to capture the resource sharing
between virtual flow requests.
(B2) Network information discovery. The lacking of a
generic, flexible mechanism for applications to specify and
discover the network information they need for NAI, from
the network. Existing solutions (e.g., [19, 21, 31]) provide
application interfaces to discover E2E cost information of
different packet spaces. However, this information is derived
from the network’s fixed resource allocation (e.g., fixed-route
assignment) to the corresponding packet spaces, and appli-
cations are not provided the flexibility to discover additional
network resources (e.g., on-demand routing) that can satisfy
their needs (e.g., waypoint routing).
(B3) Optimized network view. Resource-filtering mecha-
nisms may effectively reduce the redundancy in the network
view. However, the number of available configurations would
increase exponentially with both the network size and the num-
ber of services, which can be computationally expensive and
time-consuming. To deal with scalability requirements, several
solutions have been proposed for network view creation and
abstraction [7, 24, 25, 28, 32]. However, none of the existing
approaches take into account service requirements to generate
an optimized network view representation.

B. ALTO in Multi-domain Scenarios

Emerging multi-domain applications (e.g., collaborative data
sciences [3, 37], flexible inter-domain routing [4, 29], E2E
network services [2, 34]) require resource orchestration across
multiple networks managed by different administrative do-
mains. Such cross-domain applications can benefit substan-
tially from network information exposure and discovery to
make application-layer resource optimization and improve
their performance

ALTO is a mature protocol that already provides a generic
framework to discover and expose network information for ap-
plications to take optimized actions based on network informa-
tion [10]. In particular, ALTO introduces generic mechanisms
such as: (i) information resource directory (IRD), (ii) infor-
mation consistency (tag, dependency, multi-info resources),



and (iii) information update model (e.g., incremental update
with server-sent events). ALTO also introduces abstractions
exposing network information to the applications: (i) network
and cost maps, (ii) the path vector abstraction, and (iii)
capability maps (e.g., CDNI and unified property Map).

However, the current ALTO base protocol is not designed
for a multi-domain setting of exposing and discovering net-
work information. This work identifies the benefits of using
multi-domain information in applications traversing multiple
domains. It also elaborates key design requirements of ALTO
for exposing multi-domain information along with a set of
mechanisms to design a multi-domain ALTO framework, thus
removing barriers (B1) and (B2).

C. Network Inventory Abstractions
To discover qualified configurations for applications, the

network requires up-to-date and accurate resource availability
representation, in the form of a network inventory that can
become very large in multi-domain environments. As such,
different solutions are proposed to create an optimized repre-
sentation of the network inventory [7, 24, 25, 28, 32].

For example, UNIFY [7] provides an abstraction of type
big-switch and big-software that includes computing and net-
work resources. Solution in [28] uses linear inequalities to
represent network resources availability in terms of bandwidth.
However, all these solutions do not consider service require-
ments to generate a network representation. Likewise, [24, 25]
provide different abstraction models (big-switch, virtual link
with single weights, and virtual link with multiple weights) of
optical transport networks, focusing especially on centralized
radio access networks (C-RANs). However, both solutions
also do not consider the use of service requirements as an
input to generate an abstract network representation. Work
in [32] supports grouping by joining entities within hypernodes
or hyperedges. Our proposal has two main differences (i)
filtering instead of aggregation as abstraction mechanism and
(ii) service requirements as an additional input.

In order to remove barrier (B3), we propose the ANI
component that implements a novel method (i) receiving
services requirements from a catalog, (ii) receiving a network
representation from a network inventory, and (iii) processing
those inputs to generate an optimized network view (i.e., LNI).

IV. GOALS AND CONTRIBUTIONS

In general, the main goal of this research involves the
systematic study of NAI in the context of multi-domain
environments that, for widely use it needs to consider standard
mechanisms for exposing and discovering NAI possibilities,
including mechanisms for providing an optimized network
view to address the scalability concerns. We attain such a goal
by the approaches and the contributions described in the next
subsections, each defining an activity in the development of
this work. Such activities are mapped as illustrated in Figure 3.

A. Deep Network & Application Integration
We review huge possibilities in designing and implementing

NAI. Suggesting answers for the research question #1.
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On the one hand, applications have varying needs for
network latency, bandwidth, packet loss, etc. However, such
applications’ requirements are often unknown to the network
due to applications and networks are decoupled. Thus, one
concrete aspect of NAI is adding application knowledge to
the network so that applications can express finer granularity
requirements. There are substantial possibilities in designing
and implementing NAI by application-aware networking. For
example, the network infrastructure can provide better sup-
port for applications introducing different capabilities such as
transport differentiation and in-network storage/compute.

On the other hand, applications running over networks face
challenges due to the lack of network state and information.
Applications can benefit from network information exposure
to make them more flexible in terms of rate adaptation, trans-
mission time, server/path selection, among others. Therefore,
the other side of designing and implementing NAI is network-
aware applications, and there are many possibilities as well.
For instance, applications have possibilities to conduct trans-
port selection capabilities based on network state (e.g., packet
loss), performance metrics (e.g., throughput, max reservable
Bandwidth), capability information (e.g., delivery/acquisition
protocol), and locality (e.g., servers location and paths).

In addition, we also propose the design of MUDED, a multi-
domain generic framework for NAI possibilities exposure
and discovery. MUDED resorts in two mechanisms. First,
an ALTO-based discovery and exposure mechanism to allow
two-way network and application interaction. One, in the
“top-down” direction, is related to the discovery expression
by the application of the required properties needed to be
supported by the network. The other one, in the “bottom-up”
direction, is related to the network information exposure that
can be processed and consumed by the application. Second,
a novel abstraction method directed to the ANI component to
generate service-optimized network views or LNIs. Altogether,
the following contributions have been achieved:

1) A systematic review of the large variety of possibilities
in designing and implementing NAI by application-aware
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Fig. 4: MUDED: Integrating Networks with Applications
through Multi-Domain Exposure and Discovery Mechanisms.

networking and network-aware applications.
2) Key challenges for systematically realizing deep NAI.
3) We present the design of MUDED (See Fig. 4), a NAI

possibilities exposure and discovery system for network
service placement in multi-domain scenarios.

4) A prototype implementation of MUDED1, following the
5GEx project architectural design2

From the systematic analysis to detailed design and experi-
mental validation, the topics above have been addressed in the
contributions listed in [8, 11, 13, 18], including a best paper
award [9] and a contribution in a European funded initiate3.

B. Multi-domain Info. Exposure & Discovery using ALTO
The current ALTO base protocol is not designed for a

multi-domain setting of discovering and exposing network
information. Via an analytical investigation of the ALTO
framework, we identify several key design issues and sum-
marize on-going efforts and potential solutions that suggest
an answer to the investigated research question #2. Table I
shows the relationship between the key ALTO design issues
and their corresponding mechanisms to consider in a multi-
domain ALTO framework.

The main contributions can be summarized as follows:
1) We identify what network information the emerging multi-

domain applications need and the benefit of using it.
2) We give a systematic review of the ALTO design issues for

multi-domains settings of exposing network information.
3) We summarize envisioned solutions and on-going efforts

to design a multi-domain ALTO framework.
These contributions lead to the related publications that

are listed in [10, 14, 15, 16, 17, 23], which include several
standardization proposals at the IETF ALTO working group.

C. ANI: Abstracted Network Inventory
Suggesting answers for the proposed research question #3,

The ANI component proactively constructs multiple network

1https://github.com/intrig-unicamp/alto-based-broker-assisted-mdo
2https://doi.org/10.1002/ett.3085
3https://tinyurl.com/y3w348bj

Current Key Issues Envisioned mechanisms

Server-to-Client ALTO
communication

Server-to-Server ALTO communi-
cation

Domain connectivity dis-
covery

Multi-domain connectivity discov-
ery

ALTO server discovery Multi-domain ALTO server discov-
ery

Single-domain composi-
tion

Unified Resource Representation

Simple resource query
language

Generic/Flexible query language

Scalability Computation complexity optimiza-
tion

Security & Privacy Security/Privacy preserving

TABLE I: ALTO in Multi-domain: Issues & solutions [14].

views over the same network infrastructure, called LNIs. The
ANI receives two inputs (See Fig. 5): (i) services requirements
from a catalog, and (ii) a network inventory representation.
Both inputs guide the right level of abstraction to generate
a LNI. Each LNI is optimized to a service in terms of its
requirements such, as CPU, memory, latency, etc. Every new
service in a catalog triggers the creation of another LNI that
will be part of the optimized network inventory.

The concrete contributions are as follows:
1) We propose the ANI as a novel component that allows the

creation of service-optimized network inventory views in
distributed environments. To the best of our knowledge,
ANI is the first approach that uses service requirements as
an input to generate an abstract network inventory.

2) We formally define a network model along with the devel-
opment of three algorithms to generate an LNI given the
capacity-related resources and requirements of a network
inventory and network service, respectively.

3) We evaluate the proposed algorithms through extensive
experiments using random and real-world topologies4. Re-
sults show significant benefits of using an LNI to simplify
the service management and placement: (i) the relationship
between compute nodes and links (i.e., density) in an LNI
is reduced between 1.8-2.7x compared to a full network
inventory topology (See Fig. 6a); and (ii) up to 50% of
time can be saved for service placement after abstracting
around 20% of the compute nodes (See Fig. 6b).

The contributions above, including a work as per patent
application, are listed in [12, 40].

V. FINAL REMARKS

In evolving networking scenarios (e.g., 5G) where appli-
cations provide softwarized services requiring resource or-
chestration across multiple network domains, application and
network integration is fundamental. The networking com-
munity (academy/industry) has pointed at the importance of
revisiting this topic regularly to identify its possibilities and

4https://github.com/intrig-unicamp/ani
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challenges (SIGCOMM’20: Workshop on NAI5). This work
contributes with a systematic analysis of huge possibilities
in designing and implementing NAI by application-aware
networking and network-aware applications. We design and
evaluate MUDED, a multi-domain NAI possibilities discov-
ery and exposure framework to address the key barriers of
systematically realizing NAI. By achieving objectives O1-O3,
MUDED demonstrates, on the one hand, how barriers B1 and
B2 can be removed taking advantage of maturing NAI proto-
cols such as ALTO (and extensions); and while the proposed
solutions are not mature enough to have an immediate impact
on industry standards, they are in an excellent position to
be adopted in relevant bodies like IETF. On the other hand,
towards addressing the scalability concerns and remove barrier
(B3), the ANI component is implemented. ANI emerged as a
per patent application which, when filed, it was incorporated
into the MUDED system, demonstrating the two-way transfer
of benefits between academy and industry.
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