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Soft-failure localization frameworks typically use if-else rules to localize failures based on the received
telemetry data. However, in certain cases, particularly in disaggregated networks, some devices may not
implement telemetry, or their telemetry may not be readily available. Alternatively, machine-learning-
based (ML-based) frameworks can automatically learn complex relationships between telemetry and the
fault location, incorporating information from the telemetry data collected network-wide. This paper
evaluates an ML-based soft-failure localization framework in scenarios of partial telemetry. The frame-
work is based on an artificial neural network (ANN) trained by optical signal and noise power models that
simulate the network telemetry upon all possible failure scenarios. The ANN can be trained in less than
two minutes, allowing it to be retrained according to the available partial telemetry data. The ML-based
framework exhibits excellent performance in scenarios of partial telemetry, practically interpolating the
missing data. We show that in the rare cases of incorrect failure localization, the actual failure is in the
localized device’s vicinity. We also show that ANN training is accelerated by principal component anal-
ysis and can be carried out using cloud-based services. Finally, the evaluated ML-based framework is
emulated in an SDN-based setup using the gNMI protocol for streaming telemetry.
© 2022 Optical Society of America
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1. INTRODUCTION

In optical networks, efficient failure localization can mitigate ser-
vice interruptions and avoid economic and social losses. Until
recently, failure localization in optical networks has been car-
ried out based on alarm correlation. However, recent advances
in management plane technologies (model-based configuration
and monitoring), software-defined networking (SDN) [1], and
companion telemetry streaming services [2], offer increasingly
advanced automation and intelligence levels. One of these ad-
vances is the management of soft-failures in optical networks.
Soft-failures cause perceptible variations on network parameters
but are not severe enough to generate alarms and disrupt the
service [3]. Eventually, soft-failures evolve into hard-failures.
Therefore, the early response to soft-failures avoid service dis-
ruptions and speed up maintenance actions. The management
of soft-failures in optical networks has been classified into the
processes of detection, localization, and identification [4]. Detec-
tion triggers alerts after telemetry data exceeds thresholds, such

as bit error rate (BER) or power levels. Localization pinpoints
the faulty device, e.g., an amplifier, transponder, or fiber link.
Identification finds the cause of the failure, such as a pump laser
malfunctioning or excessive fiber bending. This paper addresses
the problem of failure localization.

Recently, several approaches have been proposed for soft-
failure management in optical networks [4–6]. Barzegar et al. [7]
localize soft failures by monitoring the end-to-end performance
of active lightpaths and looking for correlations [8]. Vela et
al. [9] use spectrum analyzers and optical test channels to iden-
tify soft failures during commissioning testing and operation.
Shahkarami et al. [10] monitor the BER to identify soft-failures
in an experimental setup. Also dedicated to soft-failure identifi-
cation, Lun et al. [11] apply a convolutional neural network to
receiver DSP parameters. Similarly, Varughese et al. [12] apply
support vector machines (SVM) to DSP adaptive coefficients for
soft-failure identification. In Shu et al. [13], soft-failure iden-
tification is carried out by analyzing the digital spectrum of
certain lightpaths. Wang et al. [8] and Rafique et al. [3] tackle
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soft-failure prediction using time series. Although soft-failure
detection and identification has received considerable attention
in recent works, soft-failure localization is still an underexplored
topic. Panayiotou et al. [14] apply ML to localize hard failures
in fiber links based on historical data, but soft failures are not
considered. Likewise, Srinivasan et al. [15] investigate failure
localization and identification in complex networks without ad-
dressing optical layer parameters. Li et al. [16] demonstrate
SDN failure localization based on alarm knowledge graphs but
do not tackle soft-failures. Barzegar et al. [17] investigate soft-
failure localization by correlating the signal-to-noise ratio (SNR)
of lightpaths at reception. This approach localizes faulty links
but does not pinpoint particular devices, such as a specific in-
line amplifier in a cascade of fiber spans. A soft-failure (e.g., an
amplifier with degrading gain) eventually triggers anomalies in
several network parameters, and localizing the original failure
is a network-wide [18] process.

Soft-failure detection can be implemented by monitoring
equipment telemetry and using thresholds [19]. For example,
the attenuation on a link increasing by few dBs, or the input
power on a transponder decreasing below a certain threshold,
are clear failure indicators. Still, failures in critical devices can
affect parameters in several portions of the network. This is the
situation of amplifiers and fiber links, which are traversed by
several lightpaths routed all over the network. One solution to
isolate the failure is to build a dependency tree that prioritizes all
failures, assigning a higher priority to elements that are higher
in the dependency tree. The root cause is identified as the device
with the highest priority.

Although the direct programming of if-else rules can be used
for soft-failure localization, new ML-based technologies can au-
tomatically learn relationships based on training, eventually
grasping complex associations that are not evident to a human
operator. In addition, ML-based soft-failure localization manipu-
lates the telemetry data in a more fluid fashion, contrasting with
the hard thresholds involved in direct detection. We proposed
in [20] a framework to localize soft-failures using an artificial
neural network (ANN) applied to network-wide parameters
following a gNMI-based SDN telemetry service architecture [2].
We experimentally validated the proposed framework in an
emulated network scenario.

In this paper, we extend the results of [20] by evaluating the
algorithm in scenarios of partial network telemetry, i.e., when
part of the telemetry data is missing. This can be the case, e.g.,
with incompatible legacy non-SDN equipment, disaggregated
environments with software and hardware non-uniformity, non-
responsive devices, or issues in the network carrying the teleme-
try data. Certain failure localization strategies can also be mod-
eled as partial telemetry. For example, using only the SNR for
failure localization, such as in [17], and failure localization in
networks with black-box amplifiers without monitoring, such as
in [21], are also particular cases of partial telemetry. ML-based
techniques allow retraining the failure localization algorithm to
account for partial information, localizing failures using informa-
tion distributed throughout the network. To our knowledge, this
is the first work addressing soft-failure localization in scenarios
of partial telemetry. In addition, this paper evaluates the use
of principal component analysis (PCA) to speed up the ANN
training process.

The paper is organized as follows. Section 2 presents the di-
rect and ML-based network-wide soft-failure localization frame-
works investigated in this paper. Section 3 describes the evalua-
tion setup. Section 4 presents the soft-failure localization with

partial telemetry results. Section 5 presents the results of an
emulated soft-failure localization setup scenario using state-of-
the-art streaming-based telemetry. Lastly, Section 6 concludes
the paper.

2. NETWORK-WIDE SOFT-FAILURE LOCALIZATION

A. Full and partial SDN telemetry

We investigate network-wide soft-failure localization based on
full and partial telemetry. In this paper, we denote as telemetry
the periodic and frequent retrieval of performance monitoring
data by a centralized telemetry collector. Modern SDN stream-
ing telemetry approaches [2] achieve high transfer rates with low
overheads [21]. Although this paper focuses on gNMI-based
streaming telemetry services, periodic and frequent teleme-
try can be eventually implemented in legacy infrastructure by
polling monitored equipment.

In optical networks, failures in certain network devices can
generate anomalies in several devices distributed over the entire
network. For soft-failure localization, the most relevant moni-
tored parameters are those directly related to the optical layer,
such as input and output power, optical SNR, and BER. Recently,
other parameters have been used for failure management, such
as adaptive filter coefficients [11] and even temperature [8]. In
this paper, we limit ourselves to certain parameters that are
well-represented in a network digital mirror, or network digital
twin [22]. We evaluate the input and output powers of ampli-
fiers and transponders and the OSNR estimated by coherent
transponders.

In the case of full telemetry (100%), we assume that the stream-
ing telemetry collector has the current telemetry data of all mon-
itored devices in the network. In the case of partial telemetry,
we assume that a randomly selected fraction (e.g., 90%) of the
telemetry data (input power, output power, and OSNR) is not
available. We evaluate the ability of the ML-based algorithm to
interpolate the missing data based on processing of the remain-
ing data available.

B. Direct soft-failure localization

A baseline direct soft-failure localization framework is depicted
in Fig. 1(a). An SDN streaming telemetry collector (STC) re-
ceives telemetry data and stores it in a time series database. The
telemetry data is then analyzed by if-else rules to localize the
correct failure.

A fiber link attenuation is calculated by the ratio of its input
and output powers. The amplifier gain is calculated by the ra-
tio of output and input powers. The transponder OSNR, input
power, and output power are measured directly. After detecting
potential failures by a simple threshold, the direct failure local-
ization framework is carried out. If-else rules are constructed
from a dependence tree based on a priority list for faulty devices.
Upstream devices receive higher priority, while downstream
devices receive lower priority. The faulty device is localized as
the one with the highest priority. For example, suppose that an
optical fiber link or amplifier fails. In that case, anomalies are
detected in the optical signal to noise ratio (OSNR) at the input
of all transponders whose lightpaths traverse the faulty device.
As these transponders are downstream the faulty device, they
receive a lower priority, while the faulty device receives a higher
priority.
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Fig. 1. Network-wide soft-failure localization frameworks. (a) Direct soft-failure localization. An STC receives the telemetry data
and stores it in a time series database. The soft-failure is localized using if-else rules based on a dependence tree. (b) ML-based soft-
failure localization. An STC receives the telemetry data and stores it in a time series database. In parallel, a mirror of the telemetry
data is constructed using synthetic signal and noise power models. In the mirror, all possible failures are generated and used to
train a neural network. The soft-failure is localized by applying the received telemetry data to the neural network.

C. ML-based soft-failure localization

Figure 1(b) presents the ML-based framework evaluated in this
paper. The failure localization workflow starts by creating a
snapshot mirror of the optical network using the current SDN
information base, including physical topology (topology mir-
ror), routed lightpaths (lightpath mirror), and telemetry data
(telemetry mirror). This information is sent to a failure gener-
ation simulator, which produces synthetic telemetry data for
all scenarios considering any possible failure in the network as
inputs to train the ANN used for failure localization. The train-
ing phase must be carried out wherever there is a change in the
network configuration, such that the network mirror ceases to
represent a desirable network state. This can occur, e.g., upon
lightpath activation or deactivation, or protection switching. The
monitored devices send telemetry data to the SDN STC, which
stores the collected data into a time series database. After train-
ing, the ANN module is continuously fed with the telemetry
data from the time-series database to localize potential network
failures. In practical scenarios, the time-series database also
communicates with the network mirror to feed telemetry data
for improving signal propagation models and achieving more
reliable mirroring.

In partial-telemetry scenarios, not all telemetry data is avail-
able for failure localization. Certain devices may not implement
SDN telemetry, and others may become non-responsive. If non-
responsive devices stop sending telemetry data to the SDN STC
for a certain period of time, the SDN controller can request ML
retraining. As the neural network size depends on the number
of inputs, retraining optimizes performance. In partial telemetry
retraining, the topology and lightpath mirrors remain the same
while missing data is removed from the telemetry mirror. As
we will see later, retraining can be carried out in less than two
minutes, even for large-scale networks containing thousands of

components.
Figure 2 shows the signal and noise power models used to

generate synthetic telemetry data in simulations. We neglect non-
linear effects in the fiber power and noise model and consider
a relatively low per-channel launch power. The per-channel
launch power is kept constant by a feedback control loop involv-
ing a wavelength-selective (WSS) switch and an optical channel
monitor (OCM). The power model keeps track of the signal and
noise powers and calculates the OSNR at the end of the link.
Reconfigurable optical add-drop multiplexers implement the
broadcast and select architecture. More elaborate propagation
models could be employed, e.g., using ML-based QoT estima-
tion tools. However, the detailed evaluation of these models is
out of the scope of this paper.

3. SIMULATION SETUP

A. Topology and traffic workload
To evaluate our soft-failure localization proposal in differently
sized and connected topologies, we select two well-known and
representative topologies: the 14-node 22-link National Science
Foundation Network (NSFNet) [23], presented in Fig. 3(a), and
the 17-node 26-link German network (GNet) [24], presented in
Fig. 3(a). The NSFNet and GNet networks are used as references
to demonstrate the concept of soft-failure localization using
partial SDN telemetry. Although both networks exhibit similar
connectivity, the NSFNet has a considerably higher number
of fiber spans and in-line amplifiers, complicating the failure
localization process.

The simulation-based evaluation is based on the following
assumptions: (i) C-band 4.8-THz optical link spectrum corre-
sponding to 96 50-GHz frequency slots (FS), (ii) 1, 000 sequential
uniformly distributed demands [25], and bandwidth uniformly
distributed between 1 to 4 FSs, (iii) shortest-path routing based
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Fig. 3. Network topologies: (a) NSFNet. (b) GNet.

on Dijkstra’s algorithm [26], (iv) first-fit algorithm for wave-
length assignment [27], (v) broadcast and select (B&S) reconfig-
urable add-drop multiplexers (ROADMs) with a per-channel
power control loop based on optical channel monitors (OCMs)
and wavelength selective switches (WSSs), and (vi) a control
loop ensuring −1 dBm launch power per channel.

Figure 2 summarizes the simulation parameters, where N is
the node degree, and l is the fiber length per span. We assume
80-km spans with αF = 0.2 dB/km attenuation, except for the
last one, which ranges between 50 km and 120 km to result
in the desired total span length. The NSFNet (GNet) topology
features 524 (110) unidirectional fiber spans, with 480 (58) in-line
amplifiers, 44 (52) pre-amplifiers, and 44 (52) booster amplifiers.
We load the physical topology with bidirectional connections
generated considering uniform traffic. Out of the 1, 000 demands,
393 (422) are accepted and delivered by 786 (844) transponders.

B. Telemetry setup
The evaluation scenario computes 3, 494 (3, 018) monitoring
parameters, consisting of 1, 136 (486) amplifier input and out-
put power values and 2, 358 (2, 532) transponder parameters
of OSNR, output power, and input power. We assume coher-
ent receivers that are able to estimate OSNRs from the received
constellation. A total of 1, 878 (1, 116) devices may fail, count-
ing 786 (844) transponders, 568 (58) amplifiers, and 524 (110)

unidirectional fiber spans.
Transponder and amplifier telemetry data (amplifier input

and output powers and transponder OSNR, input and output
powers) are streamed by an individual telemetry server per
node. Each node streams telemetry data to the STC, which
updates the SDN information base. The ANN module retrieves
telemetry data from the SDN information base and localizes a
faulty device.

C. ANN design and training
This section details the ANN design and training process for
the NSFNet case study. The results for the GNet are analo-
gous and are omitted here for the sake of clarity. Failure lo-
calization is accomplished by a shallow ANN with three lay-
ers [28], implemented in Python by the Keras library. The first
layer has 3, 494 inputs (corresponding to all collected telemetry
data), the hidden-layer has 1, 000 linear neurons, and the output-
layer has 1, 878 nonlinear neurons with the Softmax activation
function [11, 29, 30], corresponding to all network devices that
may fail. The ANN output error is calculated by a categorical
cross-entropy loss function [31]. The use of Z-score normaliza-
tion [32] abbreviates the training time and contributes to numer-
ical stability. Backpropagation is optimized by the infinite order
(Adamax) [33] backpropagation algorithm. Also, a batch size of
100 samples is used to accelerate training. A device is identified
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as faulty if its output exceeds 0.5. The training is performed
on Amazon Elastic Compute Cloud at instance c5.9xlarge with
2nd generation Intel Xeon processor with a turbo frequency of
3.6 GHz, 72-GB RAM, and 36 vCPUs. Training, shown in the
blue curve in Fig. 4, is performed with the following soft-failure
scenarios [20]:

• Amplifier gain degradation of 3 dB, 10 dB, and amplifier
gain equal to 0 dB.

• Transponder power degradation of 3 dB and output power
of 0 W.

• Additional fiber loss of 3 dB, 10 dB, and attenuation that
goes to infinity.

This work is focused on localizing failures in amplifiers,
transponders, and unidirectional fiber spans, which include
most components in an optical network. Other components
may fail (e.g. WSSs, splitters, or multiplexers and demultiplex-
ers [34, 35]). However, in general, these components, particu-
larly the passive ones, have lower failure rates [36]. In any case,
even if unmodelled failures occur, we still expect a failure to be
localized in the vicinity of the faulty device.

D. Improvements through principal component analysis
To reduce the non-essential information from the dataset used
for hard- and soft-failure training, the principal component anal-
ysis (PCA) [37, 38] technique is applied to reduce the number of

input parameters, keeping 99.99% of the input dataset energy.
PCA reduces the number of neural network inputs to 2, 245
parameters, a reduction of 35.75%. After 120 training epochs
(44-min dataset generation, 0.09-min PCA dimensionality re-
duction, and 1.12-min ANN training time), the combined ML
algorithm reaches a categorical accuracy of 100%, as shown in
the green curve in Fig. 4. The PCA+ANN technique achieves
a stable accuracy after only 10 training epochs. In contrast, the
ANN technique without dimensionality reduction requires more
than 70 training epochs to reach a stable accuracy.

4. SIMULATION RESULTS

We first evaluate the effectiveness of the ML-based soft-failure lo-
calization algorithm using PCA to accelerate the training phase.
The results are presented in Figs. 5(a)-(c). We assess the failure
localization performance by evaluating the relative frequency
that the correct device is identified as faulty (blue curves), the
incorrect device is identified as faulty (orange curves), and no
failure is identified (green curves). The ANN performance is
shown by the solid curves, while the PCA+ANN result is shown
by the dashed lines. In the x-axis, a degradation equal to zero in-
dicates that the system is operating properly and that all values
collected by telemetry correspond exactly to those stored in the
baseline network mirror. A degradation in amplifier gain, fiber
loss, or transponder power causes anomalies in the network
telemetry that will differ from the baseline mirror. These anoma-
lies affect the output of the ANN, which attempts to pinpoint
the exact root cause. For a degradation close to 0, there is no
detection, as it is too subtle to be detected by the ANN. For a
higher degradation, the correct localization frequency starts to
increase as anomalies start to generate significant variations at
the ANN output. Fig. 5(a) shows that the ANN correctly local-
izes all soft-failures in amplifiers for gain degradations greater
than 2 dB. Fig. 5(b) shows that it also localizes all soft-failures in
fiber links causing losses greater than 2 dB. Likewise, Fig. 5(c)
shows that all transponder failures are correctly localized if their
power reduction is greater than 2 dB. The results indicate that
PCA accelerates the training process without affecting the ANN
ability to localize soft-failures. Therefore, all remaining results
are generated using PCA.

Compared with direct failure localization frameworks, ML-
based failure localization has the benefit of localizing failures
even in the absence of the full telemetry dataset. Therefore, we
evaluate the ability of the ML-based framework to interpolate
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missing data by randomly removing part of the available teleme-
try. The ANN used for soft-failure localization is retrained to
take into account the missing information.

Figs. 6(a)-(f) show the results of the investigated failure lo-
calization frameworks to detect an amplifier gain degradation.
Figs. 6(a), (d) show that, with 100% telemetry, the algorithm de-
tects all amplifiers whose gain degrades by more than 2 dB. Al-
though we only show the 100% telemetry results for the NSFNet,
the results for the GNet are equivalent. In Figs. 6(b), (e) (NSFNet)
and 6(c), (f) (GNet) we randomly remove 5% of the telemetry
data, leaving 95% for failure localization. Figs. 6(b), (c) shows
that the direct failure localization framework is unable to oper-
ate in the absence of data, exhibiting a constant false-negative
probability. The ML-based framework, in turn, recognizes the
amplifier failure correctly with a probability higher than 99% for
amplifier gains degraded by more than 3 dB. However, there is
a residual probability of 1% that an incorrect device is localized.
Fortunately, Figs. 6(e), (f) show that even if a device failure is
incorrectly localized, it is just one device apart from the actual
failure.

Figs. 7(a)-(f) show the failure localization results in case of
an additional fiber loss. Figs. 7(a), (d) show that, with 100%
telemetry, the algorithm detects all fibers whose attenuation
degrades by more than 2 dB. Although we only show the 100%
telemetry results for the NSFNet, the results for the GNet are
equivalent. In Figs. 7(b), (e) (NSFNet) and 7(c),(f) (GNet) we
randomly remove 5% of the telemetry data, leaving 95% for
failure localization. Figs. 7(b), (c) show again that the direct
failure localization framework is unable to operate in the absence
of data, exhibiting a constant false-negative probability. For
both the NSFNet and the GNet, the ML-based algorithm fully

interpolates missing data for high additional losses, correctly
localizing the failure. For low and intermediate additional losses,
there is a probability of incorrect localization. Again, Figs. 7(e),
(f) show that the localized failure is always one or two devices
away from the actual one. Comparing the results of the NSFNet
with those for the GNet confirms that the algorithm exhibits
slightly better performance for networks with short distances
and consequently a lower number of devices.

Figs. 8(a)-(f) show the failure localization results in case of
a transponder with reduced output power. Figs. 8(a), (d) show
that, with 100% telemetry, the algorithm detects all transpon-
ders whose attenuation degrades by more than 2 dB. Although
we only show the 100% telemetry results for the NSFNet, the
results for the GNet are equivalent. In Figs. 8(b), (e) (NSFNet)
and 8(c), (f) (GNet) we randomly remove 5% of the telemetry
data, leaving 95% for failure localization. Figs. 8(b), (c) shows
that both the direct and ML-based failure localization frame-
works exhibit a loss in performance with partial telemetry, ex-
pressed in terms of false-negatives. As shown in Figs. 8(e), (f),
incorrectly localized failures are not observed. The ML-based
algorithm outperforms the direct framework for a transponder
power degradation higher than 10 dB, effectively identifying the
faulty device and reducing false negatives. From this point, the
WSS/OCM control loops lose the ability to equalize the power
spectrum, and the transponder power degradation is sensed in
other network devices.

Table 1 extends the results to 90%, 85%, and 80% partial
telemetry, considering a soft-failure scenario of 3 dB degradation
(fiber loss, amplifier gain, and transponder power). We again
assume that, upon detecting missing data, the direct scheme
does not attempt to infer missing data and, therefore, its incorrect
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Fig. 7. Fiber link soft-failure localization results with complete and partial information of 95% telemetry, using direct and ML-based
failure localization. (a), (d) NSFNet with 100% telemetry (results for the GNet are equivalent); (b), (e) NSFNet with 95% telemetry;
(c), (f) GNet with 95% telemetry. Figures (a), (b), and (c) show the relative frequency that the correct device is identified as faulty
(blue curves), the incorrect device is identified as faulty (orange curves), and no failure is identified (green curves). The distance
to failure metric in Figs. (d), (e), and (f) applies to cases where the ML-based algorithm detects a failure in an incorrect device. The
figures show the maximum distance to failure (blue curve) and the mean distance to failure (orange curve).
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Fig. 8. Transponder soft-failure localization results with complete and partial information of 95% telemetry, using direct and ML-
based failure localization. (a), (d) NSFNet with 100% telemetry (results for the GNet are equivalent); (b), (e) NSFNet with 95%
telemetry; (c), (f) GNet with 95% telemetry. Figures (a), (b), and (c) show the relative frequency that the correct device is identified
as faulty (blue curves), the incorrect device is identified as faulty (orange curves), and no failure is identified (green curves). The
distance to failure metric in Figs. (d), (e), and (f) applies to cases where the ML-based algorithm detects a failure in an incorrect
device. The figures show the maximum distance to failure (blue curve) and the mean distance to failure (orange curve).
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Table 1. Soft-failure localization results with complete and 95%, 90%, 85%, and 80% partial telemetry, using direct and ML-
based failure localization. The results show the relative frequency that the correct device is identified as faulty, the incorrect
device is identified as faulty, and no failure is identified. The generated soft failure corresponds to a 3 dB-degradation in ampli-
fier gain, fiber loss, and transponder power. For all incorrect localization cases using the ML-based technique, the actual failure
is just one device apart.

NSFNet GNet

Algorithm Telemetry Localization Amplifier Fiber link Transponder Amplifier Fiber link Transponder

Direct-based

100.00%

Correct 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%

Incorrect 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

No detection 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

95%

Correct 90.14% 90.27% 93.51% 91.36% 92.73% 93.36%

Incorrect 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

No detection 9.86% 9.73% 6.49% 8.64% 7.27% 6.64%

90%

Correct 82.75% 81.68% 88.30% 82.72% 82.73% 88.74%

Incorrect 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

No detection 17.25% 18.32% 11.70% 17.28% 17.27% 11.26%

85%

Correct 74.30% 72.90% 84.99% 74.07% 72.73% 84.83%

Incorrect 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

No detection 25.70% 27.10% 15.01% 25.93% 27.27% 15.17%

80%

Correct 64.96% 62.79% 80.15% 62.96% 61.82% 79.98%

Incorrect 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

No detection 35.04% 37.21% 19.85% 37.04% 38.18% 20.02%

ML-based

100.00%

Correct 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%

Incorrect 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

No detection 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

95%

Correct 97.54% 95.99% 93.51% 96.91% 98.18% 93.36%

Incorrect 1.41% 3.05% 0.00% 1.85% 0.91% 0.00%

No detection 1.05% 0.96% 6.49% 1.24% 0.91% 6.64%

90%

Correct 94.01% 91.41% 88.30% 95.06% 93.64% 88.74%

Incorrect 3.17% 5.92% 0.00% 2.47% 5.45% 0.00%

No detection 2.82% 2.67% 11.70% 2.47% 0.91% 11.26%

85%

Correct 89.44% 88.93% 84.99% 91.88% 86.36% 84.83%

Incorrect 4.75% 5.15% 0.00% 2.46% 10.00% 0.00%

No detection 5.81% 5.92% 15.01% 5.66% 3.64% 15.17%

80%

Correct 85.56% 81.49% 80.15% 81.48% 79.09% 79.98%

Incorrect 5.28% 7.63% 0.00% 3.09% 8.18% 0.00%

No detection 9.16% 10.88% 19.85% 15.43% 12.73% 20.02%

failure localization frequency remains at zero.

The results show that the trends observed in Figs. 6, 7, and 8
are also preserved for higher percentages of missing teleme-
try. At 80% telemetry, some differences between transponder
failure localization, and amplifier and fiber link failure localiza-
tion, become more evident. In transponder failure localization,
the direct and ML-based schemes exhibit similar performance.

This is because, in transponder failure localization, there is less
information from other devices for the ML-based scheme to lo-
calize the failure. As shown in Fig. 8, the ML-based strategy
only improves its performance for a higher degradation (e.g.,
higher than 10 dB), when the WSS/OCM control loops lose the
ability to equalize the signal power and the transponder power
degradation can be sensed in other network devices. For ampli-



Research Article Journal of Optical Communications and Networking 9

1

gNMI Agent

Neural Network

InfluxDB

Synthetic
Telemetry

Emulated
Device 1

gNMI Streaming Telemetry

14

gNMI Agent

Synthetic
Telemetry

Emulated
Device 14

2

gNMI Agent

Synthetic
Telemetry

Emulated
Device 2

Fig. 9. Emulation setup composed of emulated devices. Each
emulated device offers a gNMI agent that is able to provide
streaming telemetry service to gNMI colletors. Each collec-
tor stores the received telemetry in an InfluxDB time series
database. An ANN reads from InfluxDB and is able to localize
the soft-failure.

fier and fiber link localization, the ML-based scheme exhibits a
considerably higher correct localization frequency (≈ 80% for
ML-based versus ≈ 60% for the direct scheme). Additionally, we
observed in all cases of incorrect localization (3% to 8%) that the
actual failure is just one device apart. Therefore, the ML-based
scheme can also be examined as an algorithm that localizes the
vicinity of a true failure.

5. EMULATION EXPERIMENTS

We validate the consistency between telemetry and failure local-
ization using synthetic data generated by emulated NSFNet de-
vices. Fig. 9 illustrates the emulation setup, corresponding to the
14 NSFNet nodes. Each emulated device comprises a synthetic
telemetry database and one gNMI Agent (server). The synthetic
data stored in the telemetry database is generated using the
signal and noise power propagation models depicted in Fig. 2.
For each emulated device, a corresponding collector is used to
subscribe to telemetry updates using gNMI streaming telemetry.
When a collector receives new data, it forwards it to an InfluxDB
time-series database hosted in a docker container. Another pro-
cess runs an ML algorithm (PCA+ANN solution presented in
Section 2) that continuously reads the telemetry from InfluxDB.
We emulate a gain degradation in the 5th amplifier in the link
interconnecting NSFNet nodes 1 and 2 (Amp_1_2_5). The nom-
inal gain value is 16 dB. To generate the synthetic telemetry,
a simulator is configured to generate datasets corresponding
to Amp_1_2_5 gain degradations ranging from 0 dB (normal
operation) to 4 dB in steps of 0.5 dB.

Fig. 10 presents the emulation results. Telemetry latency
issues are neglected. The blue curve with crosses shows the
relative time in which the telemetry data in Amp_1_2_5 gain
degradation is generated at all NSFNet nodes. The green line
with circles shows the output of the PCA+ANN after stream-
ing telemetry and database processing. The PCA+ANN failure
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Fig. 10. Emulation result of a failure in Amp_1_2_5. Telemetry
data is computer-emulated, transmitted by the gNMI protocol,
and collected by an InfluxDB database. The database feeds
the PCA+ANN to localize the failure. The pipeline between
failure emulation and PCA+ANN detection takes 1.33 s.

localization is triggered when the amplifier gain reaches 14 dB.
The entire streaming telemetry, database processing, and ML
algorithm processing are executed between instants 12.92 and
14.25, taking in total 1.33 second.

6. CONCLUSIONS

We evaluate an ML-based frameworks to localize soft-failures in
optical networks in scenarios of partial telemetry. The ML-based
framework uses an ANN trained with synthetic telemetry data
simulating the occurrence of hard- and soft-failures. PCA is used
to accelerate the training process. We show that the ML-based
framework interpolates missing data, correctly localizing the
failure in partial telemetry scenarios. In the rare events where the
ML-based algorithm localizes an incorrect failure, the localized
failure is in the vicinity of the actual failure. The proposed ML-
based algorithm exhibits a suitable real-time performance in
an emulated large-scale network scenario using state-of-the-art
streaming telemetry.
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