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Resumo

Esta tese introduz um novo conceito para as redes de conteido denominado compact forward-
ing. Este conceito traduz-se na utilizacdo de técnicas probabilisticas no plano de encaminhamento
onde o espaco de identificagdo ndo € mais relacionado a um host final, mas sim, a identifica¢do de
conteido(s). A esséncia do conceito originou-se de uma questdo bdsica, qual seja, onde deve ser
colocado o estado associado ao encaminhamento do pacote? Nos elementos de rede ou no cabecalho
do pacote? A tese propde duas solucdes que representam estes extremos, SPSwitch, na qual o estado
€ colocado nos elementos de rede e, LIPSIN, onde o estado € colocado no cabecalho do pacote. O
denominador comum a essas solugdes consiste na utilizacao de técnicas probabilisticas inspiradas no
Bloom filter como elemento base das decisdes de encaminhamento. A utilizagdo de estruturas de
dados derivadas do Bloom filter traz um custo adicional necessdrio a minimiza¢do dos erros associ-
ados a utilizagdo de uma estrutura probabilistica. A tese contribui com vérias técnicas para reducdo
desses erros incluindo a andlise dos custos associados. Cendrios de aplicagc@o sdo apresentados para
validagdo das propostas discutidas no trabalho.

Palavras-chave: Redes de pacotes, algoritmos, estruturas de dados, Bloom filter.

Abstract

This thesis introduces the concept of compact forwarding in the field of content-oriented net-
works. The main idea behind this concept is taking a probabilistic approach to the problem of packet
forwarding in networks centered on content identifiers rather than traditional host addresses. The
fundamental question explored is where to place the packet forwarding state, in network nodes or in
packet headers? Solutions for both extremes are proposed. In the SPSwitch, approximate forward-
ing state is kept in network nodes. In LIPSIN, the state is carried in the packets themselves. Both
approaches are based on probabilistic packet forwarding functions inspired by the Bloom filter data
structure. The approximate forwarding state comes at the cost of additional considerations due to the
effects of one-sided error-prone data structures. The thesis contributes with a series of techniques
to mitigate the false positive errors. The proposed compact forwarding methods are experimentally
validated in several practical networking scenarios.

Keywords: Packet networks, algorithms, data structures, Bloom filter.
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Chapter 1
Introduction

The Internet architecture has its origins in the 1970’s by a small group of network researchers
engaged in an academy/military research project funded by the Advanced Research Projects Agency
(ARPA) of the US Department of Defense to build robust, fault-tolerant and distributed computer
networks [1, 2]. The main goal of the DARPA Internet architecture was the development of an ef-
fective technique for multiplexed utilization of existing, heterogeneous, interconnected networks [3],
i.e., the provision of a packet-based inter-networking architecture. The resultant Internet Protocol (IP)
suite (TCP/IP) enabled an accelerated growth of the Internet including the integration of commercial
ISP networks. In 1995, the central NSFNET backbone was transformed into a privatized, distributed
backbone architecture. Being completely decentralized and lacking of a central coordinating (enforc-
ing) instance, major architectural changes to the Internet have been hard to adopt. As a consequence,
the underpinnings of today’s Internet (i.e., hierarchical routing, TCP/IP, DNS) are fundamentally the

same as projected over 30 years ago.

At the center of its original design, the IP is the single identifier space that enables global commu-
nications by providing a simple “best-effort” service of datagram delivery among network-attached
devices. The original Internet addressing scheme mandates every host having an unique IP address
with the fundamental functions characterized as follows in RFC 791 [4]: “A name indicates what we
seek. An address indicates where it is. A route indicates how to get there.” IP addresses combine
two functions in one number space as they simultaneously act as routing locators (i.e. where you are
attached to the network) and identifiers (i.e. who you are). This semantic overload of the IP is said to
be at the root of many of the limitations of today’s Internet architecture [5]. The engineering decisions
behind the functionality and format of the IP and the original end-to-end model were a consequence of
both the technological trade-offs of the time and the cooperative, experimental environment for which
it was originally meant. Indeed, the fixed size, hierarchically structured 32-bit IP address format was

a key factor for its technical feasibility, making packets easy to process by the resource-limited packet
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2 Introduction

forwarding elements (i.e. routers), which only needed to inspect the network component of the desti-
nation address and could remain ignorant about the host part. As a consequence, routers only needed

to exchange information about available routes to different networks.

Important features added to the architecture during the early 1980’s include subnetting, Au-
tonomous Systems (AS), and the Domain Name System (DNS) [6, 7]. Since then, various new
transport technologies and protocol amendments have been introduced to provide new services and
to increase the manageability of the network at a lower cost. For instance, Classless Inter-Domain
Routing (CIDR) [8] was introduced to allow a flexible allocation of the original class-based IP ad-
dress space. The Border Gateway Protocol (BGP) [9] introduced policy-based capabilities to reflect
the business relationships among providers and was later extended with features for additional flexi-
bility (e.g., community attribute, MED) and larger scale deployments (e.g., route reflectors and route
aggregation). Multiprotocol Label Switching (MPLS) [10], originally called Tag Switching, was de-
veloped in the early 1990’s to address core IP router performance issues. As time progressed, this
packet forwarding technology has evolved into a powerful consolidation platform for IP backbones
enabling new data services such as Virtual Private Networks (VPN) and, more recently, Carrier Eth-
ernet solutions. In addition, a number of mechanisms have been developed and turned out to be
useful to fight against problems caused by the original Internet design in an open commercial envi-
ronment. For instance, Network Address Translation (NAT) boxes provide extended address spaces,
configuration benefits, and partial protection for unwanted traffic at the cost of fracturing network
connectivity [11, 12]. Mobile IP [13] provides means for host mobility by introducing network indi-
rection points (i.e. home agents). From a larger perspective, such mechanisms only lead to a complex
intertwined protocol suite between those wanting flexible network control and protection and those
wanting freedom and connectivity, for legitimate or illegitimate reasons. As a consequence, the po-

tential utility and innovation at the core of the Internet is put at risk.

While today’s commercial use of the Internet unveils limitations with regard to mobility support,
security, address space exhaustion, routing system scalability, and content delivery efficiency among
others, the Internet is an ever growing success that works reasonably well [14]. Today, over 500
million end-hosts and 30.000 autonomous systems are connected. The advent of Internet-enabled
objects, sensors, and mobile personal devices only makes this figure worse. At the same time, the
Internet has been criticized to be “ossified” [15] due to the continuously patching approach based on
ad-hoc protocol extensions and overlay solutions, which may be a complex and costly solution for the
long term. The Internet is an example of what researchers [16] have called “organized complexity”
modeled by the trade-offs made by engineered network design in connecting computer networks

across a set of links resulting in a “robust yet fragile” network.



Last decade’s efforts towards a future Internet architecture! have mainly focused on end-host
reachability, revisiting concepts (e.g., IP identifier/locator split) to address end-to-end security, mobil-
ity and routing issues. All of these proposals are more-or-less host-centric. Recent research activities
however point to a new way of looking at networking from a content/information-centric perspec-
tive [19, 20].2 The Internet has shifted from being a simple host connectivity infrastructure to a plat-
form enabling massive content production and content delivery, transforming the way information is
generated and consumed. From its original design, the Internet carries datagrams inserted by sending
hosts in a best effort manner, agnostic to the semantics and purpose of the data transport. There is a
sense that the network could do more [21] and better given that today’s use of the network is about
retrieval of named pieces of data (e.g., URL, service, user identity) rather than specific destination
host connections [22]. The Internet protocol suite (TCP/IP) is inherently unfair and inefficient for
data dissemination purposes (e.g., multiple flows of P2P applications, redundant information over the
wires [23]). With this in mind, the content-oriented research thread advocates for enhancements at the
inter-networking layer not to be limited to QoS or routing scalability: data persistence, availability

and authentication [24] of the data itself may be beneficial network capabilities from design.

Internet pioneer Van Jacobson provides a vision [22] to understand the motivation for a network-
ing revolution; while the first networking generation was about wiring (telephony) and the second
generation was about interconnecting wires (TCP/IP), the next generation should be about intercon-
necting information at large [19]. This shift in the orientation of network architecture design implies
rethinking many fundamentals by handling information as a first class object. A key question is to
what extent a new paradigm thinking ‘out-of-the-TCP/IP-box’ for the future network is really nec-
essary, e.g., as packet switching was to circuit switching in the 70’s. The reasoning is based on the
large scale use of the Internet for dissemination of data. A myriad of devices, including user-attended
terminals and long-running automated services, generate and consume content, without caring about
the actual data source location as long as integrity, authenticity and timeliness are assured. This shift
toward information-oriented networking is also noticeable in the momentum of service oriented ar-
chitectures (SOA), XML routers, deep packet inspection (DPI), content delivery networks (CDN) and
peer-to-peer (P2P) overlay technologies. A common issue is the necessity to manage a huge quantity

of labeled data items, which is a quite different task than reaching a particular host in today’s Inter-

"While Future Internet is a hot topic these days, the first wave on re-thinking the core Internet architecture can be
dated back to the early 90’s, when an increasing signs of strains on the fundamental architecture motivated the IETF a
planned process for the architectural evolution as expressed by Clark ez al. in RFC 1287 [17] entitled “Future of Internet
Architecture.” Later in 1995, Shenker argued for a new service model for the future Internet [18] to accommodate the
requirements of (multimedia) applications. The convergence on IP resulted in massive work on QoS for packet networks,
an issue that is being publicly debated these days under the controversial notion of ‘net neutrality’.

2For the purposes of this thesis, we can and will interchangeable use the terms information, content, and data, together
with centrism and orientation also used in an arbitrary manner to denote this paradigm shift.



4 Introduction

net, where forwarding decisions are made not only by IP routers, but also by middleboxes, VLAN
switches, MPLS routers, load balancers, mesh routing nodes and other cross-layer approaches.

Only time will tell whether and how these novel networking concepts evolve and get eventu-
ally deployed. History has shown that economics and not purely technological arguments is what
ultimately turns prototypes into reality. Recent concerning events (and more to come) may poten-
tially promote and accelerate the adoption of new inter-networking paradigms. Our days economy
is Internet-sensitive, service outages due to Denial-of-Service (DoS) attacks or due to limitations of
BGP insecure routing carry important worries and expenses (operational plus revenue loses). At the
root of the well-known problems of unwanted traffic is the imbalance of powers in the original In-
ternet design, in which the sender has too much control over the network, compared to the receiver.
The network makes its best to deliver a packet to the destination, independent if the receiver wants
to receive it or not. Different kinds of add-ons have been introduced to fight against these problems,
such as firewalls and intrusion detection solutions. The same openness that helped to the successful
growth of rich Internet applications is now putting at risk the privacy and security of network-attached
corporations and individuals.

More than an endless discussion around ‘clean-slate’ design and deployable network evolution [25],
feasibility work is needed along ‘clean-slate thinking’ beyond the TCP/IP heritage to foster innova-
tion through questioning paradigms. This thesis is certainly not the first to turn into data-oriented
networking [26] or to leverage the publish / subscribe communication paradigm [27]. Our contribu-
tions are less in form of an overarching solution but rather of enablers in the data forwarding stratum
for novel networking paradigms. In this sense, we tackle challenges faced by the packet forward-
ing plane and explore probabilistic methods to solve them, contributing to the feasibility of scalable,

content-oriented infrastructures.

1.1 How to read this Thesis

This thesis is meant to be read as follows. The next chapter introduces the research problem on
compact forwarding, and gives an overview of the key contributions, including a description of the
author’s publications appended in the Annex. Chapter 3 goes through the essential background in the
field of our contributions. We contrast the original Internet design with the content-oriented usage of
our days and highlight the fundamental differences which motivated taking a probabilistic approach
when re-thinking the packet forwarding functions. For each sub area of our technical contributions,
we discuss the main foundations and cover relevant related work. Chapter 4 reviews the contributions
with more detail discussing how the applied principles appear in the developed solutions. Finally,

Chapter 5 concludes the thesis with a series of final remarks and future lines of work.



Chapter 2
Research Problem

A shift in the orientation of network architecture design implies rethinking many fundamentals,
for instance, defining a new identifier space for information objects of potentially different granu-
larities (e.g., documents, channels, packets), enabling more expressive communication patterns (e.g.,
publish/subscribe, find/register), efficient transmissions (e.g., multicast, in-network caching, network
coding) and increased resilience (e.g., security, data replication). The overall picture of a global
scale communication infrastructure is complex and deserves detailed multi-disciplinary discussions
(e.g., global namespaces, inter-networking functions, network management, security, stakeholders,
etc.) involving architectural, engineering, and business considerations. We aim at addressing the
challenges of novel content-oriented networks by re-thinking the key functionality of the forwarding
plane under potentially new control planes (e.g., topology management, routing control), end-to-end
communication paradigms (e.g., publish/subscribe), and namespaces (e.g., content identifiers, link

identities).

2.1 Motivation and Scope

Given the grand-scale of the research field in function of different forms and characteristics of
the inter-networking namespaces, we focus on the problem of trying to forward packets labelled
with flat (unstructured, random looking) identifiers. For the sake of generality and the objectives of
this thesis, we use the term flat label for information object identifiers or any other flat forwarding
identifier carried in packet headers. Hence, our main abstraction is a flat label which is essentially a
bit string representing any higher level information (e.g., content object, network link, multicast tree,
host identifier).

The rationale behind focusing of forwarding on flat labels is the recent emergence of architectural

proposals relying on flat labels due to their appealing capabilities such as being location-independent
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6 Research Problem

and having self-certifying names of hosts (cf. ROFL [28], AIP [29]) or data objects (cf. DONA [24],
PSIRP [30], CCN [19]). In addition to the current frenzy of the so-called clean slate network designs,
a conservative view of evolution of the Internet routing system also lends to the fact that topology-
independence of the addressing/naming scheme becomes a fundamental requirement for e.g., self-
configuration, multi-homing, nomadicity, and seamless mobility. Remarkable examples that have
made their way to the IETF standardization process include the Host Identity Protocol (HIP) [31] and
the Locator/ID Separation Protocol (LISP) [32]. Such efforts try to address the semantic overload of
IP by separating host identifiers from network locators and thus introduce flat namespaces. Similarly,
IP multicast group addresses are, in effect, flat identifiers that do not easily lend themselves to topo-
logical aggregation, resulting in forwarding state requirements that grow linearly with the number of

senders or multicast groups.

The common way to make global network designs to scale is to aggregate the address space so
that state is needed only for each aggregate. This scalability principle is also known as information
hiding [33]. Noteworthy examples include the public switched telephone network aggregation of the
telephone numbering system on geographical location, the Domain Name System (DNS) aggrega-
tion of its hierarchical naming system on zones, and the well-known aggregation of IP addresses on

address blocks, formerly (pre-CIDR), constituting address classes.

The caveat of flat addresses is that they prohibit CIDR-style address aggregation [34], which
is the best current practices for scalable routing and enables the global routing tables to grow sub-
linearly with the number of networks on the Internet. Hence, a common challenge encountered by
new networking paradigms is the need to take forwarding decisions at wire speed (Gbps) based on a
large universe of flat (non-aggregatable) identifiers. Because the decisions need to be taken at high
speed (typically in the order of tens to hundreds of nanoseconds), forwarding elements must use high-
speed memory (typically SRAM), which is more constrained and expensive than other resources in

network elements.

When looking for new means for aggregation to achieve a fast and scalable forwarding plane,
compression appears as a natural technique to find a shorter representation that holds the same infor-
mation as the original. The problem is that flat labels being completely random data strings cannot
be compressed (cf. Pigeon-hole principle [35]). Therefore, the compact forwarding methods under
study will consider the utilization of lossy compression techniques and try to address the question of
whether a practical and correct forwarding machinery can be built on top of one-sided error mecha-

nisms.
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2.2 Relation to Previous Work

The mechanism of a typical packet router can be separated into (i) the control computations (e.g.
routing) which take place in the background, and (ii) the fast forwarding path. Our focus falls in
the latter. The general routing problem in a network consists of finding a routing protocol, or routing
function, or distributed routing algorithms, such that, for any pair of source and destination nodes, any
message from the source can be routed to the destination [36]. When routing a message from a source
to a destination in the network, to decide where to forward the message to, a node relies on the current
context information, which includes its local routing table, the destination address, and the message
headers. As a result of the routing algorithms, network state in form of forwarding information
base (FIB) encoded in forwarding tables is created by the (background) routing and resource control
computations. The resultant in-network memory information enable hardware-assisted fast packet
processing operations, which are relatively costly and difficult to change over time.

In an independent manner from the routing algorithms and upper layer control/signaling planes,
we limit the scope of our problem to revisiting the field of suitable port-forwarding functions i = F'(z)
that result in labeled packets being passed to certain output port(s) {:}. More specifically, we explore
functions of the form F'(I, L, H), where:

I: Information in the packet header
L: Forwarding node local information (network state)

H: Headers-in-headers function (allows adding security functions, loop mitigation, and flexible for-

warding strategies like trial-and-error)

This forwarding scheme is similar to the standard model of Peleg and Upfal [36] and the function
F: Headers-in-port. As we shall see later, in contrast to previous work, this thesis takes a probabilistic
approach to explore new dimensions in the solution space, questioning the traditional triangle of trade-

offs in distributed computation theory:

* Memory space: Routing table size
 Stretch: Path length inflation

* Adaptation costs: Convergence measures, i.e., communication cost (routing updates per topol-

ogy/policy change) plus processing cost to store and process/compute updated memory entries.

While the traditional triangular model works well for host-centric unicast routing and forwarding

systems, we find necessary to introduce subtle refinements in order to (i) match our focus on packet
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forwarding for content-oriented networks with multicast being the basic communication mode, and
(1) account for our probabilistic approach, where we explore solutions that deliver packets over short-
est paths but are subject to unnecessary packet duplication along their way. First, we explicitly add
the packet header information / in terms of bits. Second, we restrict the memory space to the fast
forwarding table size. Finally, we transform the stretch factor into forwarding efficiency to better
account for the multicast mode of communication and the bandwidth penalties of approximate (prob-
abilistic) solutions or eventually larger packet headers. Consequently, we can express the orthogonal

metrics of forwarding as follows:

In-packet information: Packet header size (i.e. comprising forwarding information)

In-network state: Local forwarding table size

Efficiency: Transport network usage extending stretch (i.e. packets taking longer paths than

necessary) with packet duplication (i.e. copies sent over more links than necessary)

Adaptation costs: Convergence measures, i.e., communication cost (signalling per context

change) plus processing cost to store and process/compute updated forwarding table entries.

In previous work, the compact routing problem has been defined with focus on the implementation
of protocols that require a low amount of hardware and amenable to the very-large-scale integration
(VLSI) technologies of the 90°s [37]. The trade-offs between space and efficiency for routing tables
in host-centric networks under deterministic algorithms have been extensively studied over a variety
of topologies and routing strategies [36]. The performance mismatch between the increasing trans-
mission and switching capacity and the slower pace processor and memory speeds of IP routers in the
90’s lead to considerable research in the design of forwarding table compacting techniques [38, 39].
A large body of work is (still) devoted to new algorithms and data structures for IP lookups and packet
classification [40, 41], novel compact representations for structured graphs [42], and techniques for
high-speed packet processing [43, 44, 45]. While previous work is concerned with an efficient im-
plementation of standardized protocols and packet headers around the IP stack, our focus is on new
forwarding paradigms well-suited for content-oriented architectures. Nonetheless, there is a ground
intersection in algorithmic techniques and data structures applicable to the generalized problem of
packet forwarding.

Latterly, compact routing for the Internet [46] has become an active field of research seeking
for Internet routing algorithms such that given the full view of the network topology, the trade-off
between routing table sizes and stretch is balanced in the most efficient way. Compact routing algo-
rithms make routing table sizes compact by means of omitting some details of the network topology

in an efficient way such that the resulting path length increase (compared to shortest path lengths, i.e.,
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stretch) stays small. In accordance with [46], a routing algorithm is said to be compact if (1) node
address and packet header sizes scale polylogarithmically, (2) routing table sizes scale sublinearly,
and (3) stretch is a constant (i.e. does not grow with the network size). Only recently, the problem
of compact multicast routing has been formulated and studied by Abraham et al. [47], resulting in
the first memory-stretch tradeoff bounds for one-to-many communications. The multicast routing
problem seeks to determine the network node memory requirements for a given routing algorithm
that guarantees packet delivery to multiple destinations. According to [47], a routing scheme is com-
pact if it is memory efficient and its goodness is measured in terms of stretch, i.e., the total network

distance it utilizes compared with the shortest multicast path available.

2.3 Compact Forwarding

Inspired by, but complementary to the field of compact routing, we label our approach to the re-
search problem as compact forwarding, which we frame as “the study of the trade-offs of in-network
and in-packet state of forwarding methods that guarantee the correct delivery of packets in function
of forwarding efficiency metrics.” Our notion of compactness encompasses not only the studies of
the minimal information base to perform memory-efficient forwarding operations but refers also to
the probabilistic approach taken in our studies based on one-sided error-prone algorithmic techniques
and data structures to materialize a forwarding plane for content-oriented networks. By forwarding-
correctness we understand the process of packets being delivered at least to their intended destina-
tions (i.e. the canonical requirement of deliverability of messages [48]) using a finite amount of re-
sources. The finite resource constraint aims at discarding solutions based on naive broadcast/flooding
techniques or solutions prone to infinite loops. The introduction of forwarding efficiency to quantify
the bandwidth efficiency of multicast-capable forwarding methods allows the comparison of alterna-
tive (probabilistic) approaches in the solution space.

In comparison, compact routing is focused on optimal memory-stretch tradeoffs and restrain the
inclusion of full path information in the packet headers (i.e. source routing). Our studies on compact
forwarding techniques are orthogonal to the control plane specifics (e.g. routing algorithms) that feed
the fast forwarding tables and hence determine the resultant stretch factors and adaptation costs. The
goodness of a compact forwarding is measured in terms of — memory and bandwidth — efficiency
rather than stretch. Packets delivered using a compact forwarding technique may use optimal paths
to reach every destination but may consume extra bandwidth due to unnecessary packet duplications.

Hence, we frame our research on the two extreme approaches of compact forwarding as follows:

In-network forwarding state approaches consist of having each forwarding node store a complete

routing table. Each node can then perform independent forwarding decisions as it holds an entry
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for any destination a next-hop/link to which packets for that destination should be forwarded.
The well-known drawback of this approach is the resulting routing table sizes, since each of the
n vertex need to store (n — 1) entries, totaling O(n?log(n)) memory bits. Optimal (stretch 1)
routing schemes for “simple” topologies like trees, rings, complete networks, grids and outer-
planar networks are known to require O(nlog(n)) bits of in-network routing information and
O(log(n))-bit headers [36].

Definition 1: We say a forwarding method is compact if each forwarding table entry

requires less than log(n)-bits per routable object in an n-dimension universe.

Clearly, exact match address lookup systems (e.g. Ethernet MAC forwarding) are not compact.
Compact implementations of the forwarding information base like decision trees may fall as
well into the category of compact forwarding. By extension of the definition above, a prefix-
based forwarding method (e.g. IP longest prefix matching) can be said to be asymptotically
compact if we average the size of each forwarding table entry over the complete universe of

routable objects.

In-packet forwarding state approaches (e.g. source explicit routing) consist of each datagram carry
in its header a (complete or partially complete) set of directives (e.g. path descriptors) along
which the datagram should be forwarded. As a consequence, forwarding nodes only need to
maintain local (reduced) forwarding information (e.g. the identity of its neighbors). The caveat
is that datagram headers need to be of variable size f(n) and still be processed at wire speed

in-packet.

Definition 2: We say a forwarding method is compact if the datagram header size is

of fixed size with independence of the forwarding directives included.

By datagram header size we mean the number of bits required to take the forwarding deci-
sion. In that sense, source routing forwarding schemes based on the concatenation of net-
work identifiers are not compact. Examples include IP source routing options [4] and tunnel-
ing/encapsulation techniques such as IEEE 802.1ah, IP-in-IP, or GRE [49].

This thesis builds around the concept of compact forwarding by researching questions like:

* what is a suitable forwarding substrate for content-oriented networks departing from the host-

centric paradigm of 1P?

» which are the candidate features and data structures of such forwarding planes?
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* what are the dimensions and limits of the solution space, i.e., what is the minimum forwarding

information base (in-network and in-packet) to move data objects at scale?

* can we do better than the fundamental trade-offs of distributed systems theory by introducing

non-deterministic (probabilistic) techniques?

» what considerations and enhancements are needed to build a correct distributed forwarding gear

on top of one-sided error prone forwarding decisions?

2.4 Approach and Contributions

Motivated by the needs of networking at an information layer, this thesis explores new approaches
to the fundamental trade-offs of packet routing to provide forwarding services with scalability, multicast-
friendliness and security in mind. Due to the lack of aggregation capabilities of flat labels and the
compact forwarding goal of seeking the minimal information base to deliver packets at scale, we
have dived into solutions based on error-prone probabilistic data structures providing lossy com-
pression functionality. By exchanging correctness (traduced in forwarding efficiency penalties) for
space/memory time requirements (traduced in reduced information base in packet headers and net-
work nodes), we explore a new dimension in the traditional design trade-off.

Basically, we express the packet forwarding problem as two extreme set membership problems
solved by virtue of the popular data structure Bloom filter named after his inventor Burton Howard
Bloom [50]. The already 40-year-old probabilistic data structure supports element queries for set
memberships and its unique encoding algorithm gives it excellent space/time savings at the cost of
correctness. Being a one-sided error-prone lossy summary technique, Bloom filters are subject to
return false positives upon querying for the presence of an element, i.e., claiming that an element
is present when it was not really inserted. Conversely, false negatives are not possible per design,
Bloom filters always return a correct answer to intentionally inserted elements. By virtue of its hash-
based construction, the functionality of a Bloom filter is independent from the nature (type, size,
structure) of the elements at hand. The accuracy of the membership answers, that is the false positive
performance, depends only on the bit per element ratio (i.e. data structure size m divided by the
number of inserted elements n) and thus provides compact forwarding decisions independently from
the size of the identifier space. As we shall see, the benefits of this probabilistic approach may well
pay off the drawbacks in terms of larger bandwidth consumption due to the usage of extra network
links and larger packet header sizes.

This dissertation makes three sets of contributions: (i) principles, (ii) algorithmic techniques,

and (iii) applications. The first set of contributions includes a collection of generic and technical
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principles useful for designing scalable forwarding mechanisms motivated by the advent of content-
oriented network architectures. The second set includes the conception and application of algorithmic
techniques to cope with the limitations of previous work in probabilistic data structures when used
to build forwarding mechanisms following those principles. Finally, the third set of contributions is
the application of the compact forwarding methods in practical networking architectures, including
an Internet-scale publish/subscribe network architecture, inter-domain multicast, and a scalable data
center architecture.

Many of the contributions of this thesis fall into the category of filling the gap between theory and
practice, i.e., applying theoretical results on probabilistic data structures to solve the performance and
scalability problems faced by network architectures moving packets characterized by a large space of
flat labels. In that sense, we do not provide a holistic solution to the broader architectural problems,
but rather contribute with a set of enablers for the forwarding plane. At the same time, as a con-
sequence of dealing with general purpose probabilistic data structures, the algorithmic contributions

and the proposed methods can be applied to solve other related problems in distributed systems.

2.4.1 Publications

The author’s publications that underpin this thesis can be found in the annex and will be cited
hereafter from [A] to [H]. Figure 2.1 gives an overview of how the publications can be mapped to
the different areas of the contributions. While this thesis is an outcome of my research achievements,
some clarification on the work done in collaboration is needed. The author’s role and contributions to

the publications were as follows:

* Publication A (6 p.): C. Esteve Rothenberg, F. Verdi and M. Magalhdes. “Towards a new gener-
ation of information-oriented internetworking architectures.” In ACM CoNext, First Workshop
on Re-Architecting the Internet (Re-Arch08), Dec. 2008, Madrid, Spain.

— Contributions: The author was the architect of the SPSwitch forwarding engine. He was

responsible for the design and evaluation of the proposed solution.

* Publication B (12 p.): P. Jokela, A. Zahemszky, C. Esteve Rothenberg, S. Arianfar, and P.
Nikander. “LIPSIN: Line Speed Publish/Subscribe Inter-Networkings.” In ACM SIGCOMM 09,
Aug. 2009, Barcelona, Spain.

— Contributions: The author was a member of the LIPSIN architecture design team, with
special focus in the Link ID Tag extensions, the parameter optimization and practical

evaluation of the in-packet Bloom filter data structure.
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Fig. 2.1: Overview of the main topics and publications of the thesis.

Publication C (6 p.): A. Zahemszky, A. Csaszar, P. Nikander and C. Esteve Rothenberg. “Ex-
ploring the Pub/Sub Routing & Forwarding Space.” In IEEE ICC, Workshop on the Network of
The Future, Jun. 2009, Dresden, Germany.

— Contributions: The author contributed to the editorial work of the paper, with emphasis

on the edge switching and integration challenges.

Publication D (6 p.): C. Esteve Rothenberg, P. Jokela, P. Nikander, M. Sirela and J. Ylitalo.
“Self-routing Denial-of-Service Resistant Capabilities using In-packet Bloom Filters.” In 5th
European Conference on Computer Network Defense (EC2ND), Nov. 2009, Milan, Italy.

— Contributions: The author contributed to the design of the Z-formation forwarding method

and was responsible for the probabilistic security analysis.

Publication E (14 p.): C. Esteve Rothenberg, C. A. Macapuna, F. L. Verdi, M. F. Magalhaes
and A. Zahemszky. “Data center networking with in-packet Bloom filters.” In 28th Brazilian
Symposium on Computer Networks (SBRC), Gramado, Brazil, May 2010.

— Contributions: The author was the main architect and prototype co-developer of the SiBF

data center architecture.
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* Publication F (3 p.): C. Esteve Rothenberg, C. A. Macapuna, F. L. Verdi and M. F. Magalhaes.
“The Deletable Bloom Filter: A new member of the Bloom family.” In IEEE Communication
Letters, June 2010.

— Contributions: The author was the designer of the DIBF data structure and responsible for

the simulation-based evaluation work.

* Publication G (16 p.): C. Esteve Rothenberg, C. A. Macapuna, F. L. Verdi, M. F. Magalhaes
and A. Wiesmaier. “In-packet Bloom filters: Design and networking applications.” In Elsevier

Computer Networks.

— Contributions: The author was the leading author of the work and responsible for the
design and practical evaluation of the proposed extensions (performance, security and

deletability) to in-packet Bloom filter designs.

* Publication H (16 p.): M. Sireld, C. Esteve Rothenberg, A. Zahemszky, P. Nikander and J.
Ott. “BloomCast: Security in Bloom filter based multicast.” In proceedings of the 15th Nordic
Conference in Secure IT Systems (Nordsec) 2010.

— Contributions: The author was a member of the design team and contributed to the security
evaluation of the proposed solutions. The author’s contributions to the related work [51]
were the practical implementation issues and the simulation-based evaluation of the inter-

domain permutating iBFs.

2.4.2 Overview of the Achievements

When designing a routing and forwarding system, one has to consider the balance between the
amount of state stored in the network nodes and the amount of information carried in the packet
headers. On one extreme, we can compactly store the forwarding information base (state) in network
nodes that test the incoming packet labels for presence in a next hop destination set. Along this
in-network solution space, we propose a Bloom-filter-inspired port-forwarding engine well-suited
for flat identifiers [A]. On the other extreme, we have explored moving the forwarding state to the
packets themselves by compactly carrying the forwarding directives (i.e. an explicitly defined source
route). This way, forwarding nodes only need to test for membership of their locally maintained
link identifiers in order to take the next hop forwarding decision. Along the in-packet forwarding
information space, we explore probabilistic methods to provide explicit source routing while keeping
fixed-sized packet headers [B,E,H].
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Obviously, a balanced approach where some forwarding nodes are stateful and some are stateless
is not only possible but advisable when aiming at Internet-scale systems. Both extremes allow us
to trade a certain amount of over-deliveries (i.e. duplication of messages over unnecessary links) for
simple, resource-efficient forwarding operations. We let up to the specifics of the network architecture
the precise selection of the sweet points — probably dominated by the technology constraints at the
time — in terms of correctness (i.e. forwarding efficiency), and the amount of in-network and in-packet
state where the benefits pay off the drawbacks.

In the remainder of the Chapter, we provide an overview of the author’s contributions by briefly

presenting the developed concepts and applications of the compact forwarding methods.

In-network compact forwarding on flat identifiers

The goal of our compact forwarding problem is to calculate the set of outports f(I) associated
with a packet labelled by a (flat) identifier /. The challenge is that the output is a function of long,
randomly looking identifiers (e.g. 256-bit hash-based IDs). Storing a mapping between log(I)-bit
identifiers and an output set of (virtual or physical) ports is an expensive proposition. In terms of
time, it is expensive as it can take long time because the keys are long. In terms of space, it is clearly
expensive due to the size of the flat identifiers. To be compact, the implementation of f(I) should
consume less than log(I) bits per entry.

The caveat of flat labels is that, being random data streams, they cannot be compressed, i.e., for the
complete identifier space, there exists no shorter representation that holds the same information as the
original. By operation of the pigeonhole principle,!' no lossless compression algorithm can efficiently
compress all possible data, and completely random data (e.g. assumed for hash-based identifiers)
cannot be compressed. For this reason, many different algorithms exist that are designed either with
a specific type of input data in mind or with specific assumptions about what kinds of redundancy the
uncompressed data are likely to contain.

Due to their independence from the element size or form, hash functions — an old workhorse
of system designers — seem a natural fit to deal with flat identifiers. Unfortunately, perfect hashing
techniques are not feasible either due to the dynamics of the unknown set formed by the forward-
ing identifiers. Moreover, forwarding tables based on hash table implementations that store the key

together with the output next hop value(s) (I, f(I)) are not compact and imply prohibitive fast for-

! Also commonly called Dirichlet’s box principle or Dirichlet’s drawer principle. The formal statement of the pigeon-
hole principle is “there does not exist an injective function on finite sets whose co-domain is smaller than its domain” [35],
i.e., if n items are put into m pigeonholes with n > m, then at least one pigeonhole must contain more than one item. This
principle also proves that any general-purpose lossless compression algorithm that makes at least one input file smaller
will make some other input file larger. Otherwise, two files would be compressed to the same smaller file and restoring
them would be ambiguous.
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warding memory requirements given the large identifier space.

Hence, we explore the field of suitable compression schemes for the forwarding state. We avoid
lossy dictionaries because of their two-sided error that returns both false positives and false negatives.
We start by considering the traditional Bloom filter data structure due to its simplicity and tunable one-
sided error rate that trades speed/memory with correctness (false positive rate). We then investigate
the required variations on the probabilistic data structure to address the issues of the standard design

and meet the goals of a correct packet forwarding machinery.

The SPSwitch - Bloom-filter-inspired port forwarding: = The SPSwitch [A] leverages a packet
classification technique (d-left fingerprint-compressed hash tables [52]) to function as an abstract
switching element with one programmable Bloom filter per output (physical/ virtual links, internal
processes). Due to its hashing-based nature, the switching decisions can be taken at O(1) time and
accommodate various types of packet identifier spaces (e.g., 256-bit content IDs, flat forwarding
labels). Acting as a probabilistic hash table, it returns always the inserted output value and, ad-
ditionally, in rare cases (false positive rate ~ O(1079)) it incurs in extra (non-intended) multicast
operations. Trading of over-deliveries for state reduction and line speed operations is justified given
the small, multiplicative false positive rate of chained switching operations and the data-oriented
paradigm where redundant traffic can be cached and pruned at the edges if no matching subscriptions
are installed. At routing domain boundaries [C], making a switching or mapping decision between
a large flat identifier space and the next routing and forwarding identifier space needs to be efficient
both in space (small high speed memories in forwarding elements) and time (few computation cycles
per packet). The SPSwitch aims at solving this problem: with only a few bits per entry (e.g. 40-50
bits) and independently from the identifier space (e.g. 256-bit flat labels), port forwarding operations
and label switching can be performed in a fast and resource-efficient way.

With the insights that hash-based data structure may play a fundamental role as efficient data
aggregators in network architectures based on non-structured (non-aggregatable) namespaces (e.g.,
self-certified content names, MAC addresses), we moved towards exploring the other extreme of

packet forwarding, namely carrying the routing information state into the packets themselves.

In-packet compact source explicit routing

At the opposite end from the present Internet design lies source routing [53], with its well-known
problems related to packet sizes and security [54]. In strict source routing, the packet’s path is de-
scribed, hop by hop, in the packet header. A single forwarding node does not have to know anything

else than its neighbours; it just picks the next hop node from the packet header and delivers the packet.
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Routable in-packet Bloom filters: By compactly encoding source routes with an in-packet Bloom
filter (iBF) [B], we can address one of the main caveats of source routing, namely the overhead of
having to carry all the routing information in the packet. As a side benefit of this approach to in-packet
compact forwarding, network identifiers are not explicitly revealed to outside observers, neither the
sequence or amount of hops involved. The approach is based on the assumption that there are no
stable end-to-end addresses for the network nodes, for three reasons [B]. Firstly, relying on such
addresses would not contribute to the envisioned benefits in fighting unwanted traffic and empowering
the receivers. Secondly, in a content-oriented architecture, long-lived node addresses should not
be needed. Thirdly, any such (topology-dependent) addresses used as identifiers are detrimental to
the ability of supporting mobility and multi-homing. This way, network nodes may no longer need
long-lived addresses, and to a large part, they may also remain anonymous to most of the network.
However, such node-address-less design generates new kind of problems, especially for routing and

forwarding.

The in-packet Bloom filter (iBF) approach solves the forwarding problem without end-to-end
addressing, using a link-identifier-based approach that combines elements from source routing and
stateful routing, in a flexible way. When used to take forwarding decisions, false positives are trans-
lated into packets being transmitted over additional links than the ones originally inserted. As long as
the false positive rate is low enough, falsely packet duplications can be considered acceptable due to
active caching and the decreasing probability of concatenated false positives over multiple hops. To
encode delivery trees, a set of statistically unique directed links can be formed. So, any forwarding
tree can be seen as a set of unidirectional links. Then, the iBF describing the delivery tree is placed
into the packet header and sent to the network. By checking for certain bit patterns in the header,
each forwarding node tests which of its outgoing links are included into the set. Since this is a sim-
ple binary AND operation, next hop checks can be done parallel in hardware, producing a very fast
forwarding plane. It can be shown that this approach leads to fast hardware-amenable forwarding
decisions at the forwarding nodes [B,E], reduces the possibilities for malicious nodes for sending

unwanted traffic [D], and at the same time has the seeds to scale to Internet-wide dimensions [C].

In general, an iBF [G] is well suited for network applications where one might like to include a
list of elements in every packet, but a complete list requires too much space, and, additionally, the
elements should remain undisclosed. In these situations, a hash-based representation like a Bloom
filter can dramatically reduce space, maintaining a fixed header size, at the cost of introducing false
positives. Example network applications beyond multicast forwarding [B,H][55] include, data-path

security [56], wireless sensor network security [57], IP traceback [58] and loop prevention [59].
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Extensions to probabilistic data structures

Bloom filters may impress by their sheer elegance and performance, and have been widely used in
network applications [60]. Sometimes their application to resolve some problems may be classified
as indiscriminately used tool and there may be better domain-specific alternatives to Bloom filters
under the same parameter space (cf. [61]). Certainly, there is no one size that fits all solution, and the
naive application of Bloom filters for a system critical component like packet forwarding deserves
careful considerations of whether the effects of false positives can be contained and whether there are
alternative or complementary algorithmic solutions.

When applied to the problem of packet forwarding, we encounter the necessity of obeying the
policy of no false negatives, which would put the packet delivery at risk. That is, to be correct,
the forwarding methods should guarantee that packets are being delivered, at least, to their intended
destinations. The amount of consumed resources should be bounded (e.g. no infinite loops), and,
clearly, solutions with the best efficiency should be favored.

In sake of addressing the effects of the one-sided error methods, we have proposed and validated
extensions to achieve a practical, flexible packet forwarding toolbox. The non-deterministic side of
Bloom filters means that the resultant forwarding algorithms may need to make a random choice
among alternatives when it encounters a choice point at which it cannot know which alternative leads
to the desired outcome. It is often the case that the standard Bloom filter data structure is not enough to
achieve the desired system performance (e.g., certain false positive rate or guarantees) or functionality
(e.g., deletions, counters, security).

We have studied in-depth the design space and proposed algorithmic enhancements to the con-
struction of the hash-based Bloom filter data structure. This way, we contribute to the hypothesis that

a correct forwarding machinery can be built on top of false-positive prone decision steps.

Playing with the power of choices: = We fight the randomness of hashing algorithms with a multi-
plicity of choices in the combination of hash functions. By doing so, we empower the application to
pick the best candidate for a certain optimization goal (e.g., less false positives, loop-avoidance) [B].
The strategy of having multiple representations for the same element set enables re-inserting deter-
minism in the one-sided error-prone system by having the candidates tested prior to their use [E].
We use the notion of power of choices [62] and take advantage of the random distribution of the
bits set to 1 to select the iBF representation among the d candidates that leads to a better performance
given a certain optimization goal (e.g., lower fill factor, avoidance of specific false positives). This
way, we follow a similar approach to the Best-of-N method applied in [63], with the main differences
of (1) a distributed application scenario where the d value is carried in the packet header, and (2) the

best candidate selection criterion is not limited to the least amount of bits set but includes optimization
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criteria specific to packet forwarding policies (e.g., loop-freeness, avoid costly links).

Having “equivalent” iBF candidates enables to define a selection criteria based on multiple ob-
jectives. To address performance by reducing false positives, we can select the candidate iBF that
presents the best posterior false positive estimate (fpa-based selection). If a reference test set is
available to count for false positives, the iBF choice can be done based on the lowest observed rate
(fpr-based selection). Another type of selection policy can be specified to favour the candidate pre-
senting less false positives for certain “system-critical” elements (element-avoidance-based selection)

or other iBF optimization goals, for instance, element deletability as explored in [G].

DIBF - The deletable Bloom filter:  Under some circumstances, a desirable property of iBFs is
to enable element deletions as the iBF packet is processed along the network. For instance, this is
the case when some inserted elements are to be processed by only one networking element (e.g., a
node / link identity within a source route) or bit space for new additions is required. Unfortunately,
due to its compression nature, the bit collisions hamper naive element removal unless we want to
introduce false negatives into the system. To overcome this limitation (with high probability), so-
called Counting Bloom filters [64] were proposed to expand each bit position to a cell of c bits.
Each bit vector cell acts now as a counter, increased on element insertion and decreased on element
removal. As long as there is no counter overflow, deletions are safe from false negatives. The caveat
is the c times larger space requirements, a very expensive price for the tiny iBFs under consideration.

We have designed the deletable Bloom filter (DIBF) [F], a new Bloom filter variation based on
the novel idea of compactly encoding the information of where collisions happen when inserting
elements. The DIBF enables false-negative-free deletions at a fraction of the cost in memory con-
sumption. Depending on how much memory space one is willing to invest, different rates on element
deletability and false positives can be achieved. The DIBF is well-suited for other use cases where re-
constructing the filter upon set membership changes is either infeasible or too costly. For standalone
applications, removal of element fingerprints is commonly desirable for functionality or optimization
purposes. For distributed applications, a deletable filter can be thinned out as queried elements are
processed in order to (i) avoid repeated matches upfront, (ii) reduce false positives, and/or (iii) enable
fresh bit space for new additions.

zFormation - Secure Bloom filter constructs:  The hash-based nature of Bloom filters provides
some inherent security properties to obscure the identities of the inserted elements from an ob-
server/attacker. However, we have identified a series of use cases where extra security means are
desirable. For instance, an attacker can deduce by simple iBF inspection whether two packets contain

an overlapping set of elements (e.g. network paths). Considering another threat model, an attacker
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may wait and collect a large sample of iBFs to infer some common patterns of the inserted elements.
In any case, if the attacker has knowledge of the complete element space, it can certainly test for
presence of every element and obtain a probabilistic answer of what elements are carried in the iBF.
The main idea of the zFormation function [D] is to bind the Bloom filter operations (insert and
query) to an invariant of the packet (e.g., a packet identifier, packet payload, etc.) and a distributed
shared time-based secret. Basically, we want to make the inserted elements packet-specific and ex-
pirable. By obscuring the actual inserted elements, an iBF becomes meaningful only if used with
the specific packet, avoiding the risk of an iBF replay attack, where the routing iBF is placed as a
header of a different packet. By additionally binding the iBF generation and query operations to a
time-variant secret, we can turn the iBF expirable and useless after some period of time. Applying
these ideas to the iBF-based source routing architecture we can secure the data forwarding plane
against Distributed Denial-of-Service attacks [D]. The resulting forwarding identifiers can act simul-
taneously as path designators, i.e., define which path the packet should take, and as capabilities, i.e.,
effectively allowing the forwarding nodes along the path to enforce a security policy where only
explicitly authorized packets are forwarded. The compact representation is based on a small Bloom
filter whose candidate elements (i.e. link names) are dynamically computed at packet forwarding time
using a loosely synchronized time-based shared secret and additional in-packet information (e.g., in-
variant content or flow identifiers). The capabilities become thus expirable and flow-dependent, but
do not require any per-flow network state or memory look-ups, which are traded-off for additional,
though hardware-amenable, per-packet computation. Hence, the proposed compact forwarding ap-
proach takes the in-network state requirements down to near-zero-state, since the core forwarding
decision is based on a pure computational operation rather than based on memory-based forwarding

table lookups.

Practical Applications in Network Architectures

Our final set of contributions include the experimental validation in practical network architectures
of the hypothesis that one-sided error-prone forwarding algorithms are not only feasible in practice
but may carry benefits largely paying the potential effects of false positives.

The idea of iBF-based forwarding was initially conceived for the information-centric networking
requirements of an Internet-scale publish/subscribe architectural proposal [B, C]. Multicast-capable
iBFs can be formed by collecting enough topology information and then used to form the delivery
trees to forward packets from the data sources to their sinks. For instance, the topology information
can be gathered on demand by the flow/communication initiation packets (e.g. multicast join mes-
sages [H]) or can be managed in a more central approach like the distributed path computation entities

of (G)MPLS (cf. [65]). Following the same rationale of a managed network control environment, we
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have applied the notion of iBF forwarding in data center networks to provide a scalable and flexible

packet forwarding service below the IP layer.

SiBF - Switching with in-packet Bloom filters :  Motivated by the unprecedented scale, cost, and
control requirements of cloud data center networks, we have designed and implemented SiBF [E], a
data center network architecture based on the stateless forwarding service provided by iBF encoding
source routes and carried in the Ethernet MAC fields. SiBF follows an identifier/locator separated
approach where IP addresses act solely as identifiers and oblivious routing is provided by randomly
using iBF-encoded routes between the communicating endpoints (e.g. virtual machines). Our de-
sign borrows characteristics from a few novel data center network designs, for instance building upon
proven interconnection topologies (e.g. Clos networks) and reliance on logically centralized con-
trollers (e.g., Ethane [66], Fabric Manager [67], Directory Service [68], NOX [69]). Compared to
related work, one key difference of our work is the provision of a forwarding primitive based on an
iBF expedited by what we call a new entity in the data center: the Rack Manager (RM). The RM
follows a direct network control approach (cf. 4D [70]) to transparently provide the networking func-
tions (address resolution, route computation) and support services (topology discovery, monitoring,

optimization) to unmodified (physical and virtual) servers behind Top-of-Rack (ToR) switches.

Forwarding in SiBF addresses the issue of having a system with two mutually conflicting re-
quirements: (1) flat (non-hierarchical) Ethernet addresses, and (2) aggregation. While our approach
initially seems to open another vector of the design space, namely potential efficiency penalties due
to false positives resulting in some packets unnecessary using some extra links, the proposed solution
is free from false positives by exploiting the power of choices along two dimensions: (1) multiple
paths, and (2) multiple iBF representations. The former strategy consists of simply having the iBFs
tested for false positives prior to their use, i.e., RMs maintain a ToRsrc-ToRdst routing matrix filled

only with false-positive-free iBFs (one iBF per available path).

The proposed solution makes better use of the 96-bit space of source and destination MAC ad-
dresses without sacrificing the nice plug and play properties of random Ethernet MAC addresses. To
our benefits, the “Bloomed” MAC identifiers do not incur in encapsulation or shim-header overheads.
Additionally, the iBF-based fine control over the path travelled by packets enables load balancing
schemes to avoid hot spots by bouncing off traffic flows to intermediate switching elements, or ex-

plicit control over a sequence of middlebox services (e.g., firewall, SSL offloaders, DPI).
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2.5 Summary

This chapter introduced the motivation for this thesis and presented the research problem around
the concept of compact forwarding in the context of content-oriented networking paradigms. The
scope of the research problem was restricted to suitable compact port-forwarding functions and the
relation to previous work was discussed. Finally, the main contributions of this thesis were introduced
by giving an overview of the author’s publications and the compact forwarding methods therein.

In the next chapter, essential background on the original Internet architecture and its evolution
is provided. The discussion on related work includes the ongoing efforts towards content-oriented

network architectures, and a review of probabilistic data structures used in network applications.



Chapter 3
Background

This chapter lays the fundamental background on the architectural principles of the Internet, its
evolution, the roles of the control and data planes, and the research efforts towards future Internet
architectures. Then, the rationale behind content-oriented networking is introduced as a new paradigm
with profound implications on naming, routing and forwarding. Remarkable proposals along this
trend are presented with special focus on the approaches and challenges of content-oriented packet
forwarding. The review of related work would not be complete without surveying the state of the
art of probabilistic data structures with special attention to the proposed variations and networking

applications of the Bloom filter data structure.

3.1 Principles and Evolution of the Internet Architecture

The Internet was not built in response to popular demand, real or imagined; its sub-
sequent mass appeal had no part in the decisions made in 1973. Rather, the project
reflected the command economy of military procurement, where specialized performance
is everything and money is no object, and the research ethos of the university, where ex-
perimental interest and technical elegance take precedence over commercial application.
This was surely an unlikely context for the creation of what would become a popular and

profitable service.
“Inventing the Internet” by Janet Abbate, 1999

The Internet — the collection of linked network elements and distributed systems that enable
global communications — is an ever growing success that has transformed the way businesses are

done and how people socialize. In brief, the big transformation is the emergence of an ubiquitous
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information platform, democratized in a way that people and machines can generate and consume
content in an unprecedented manner, ultimately becoming the enabling global communication infras-

tructure of what has been recently touted as the fifth Utility, i.e., cloud computing.

Over 500 million end devices and 30.000 autonomous systems are connected today. The number
of connected endpoints, is expected to grow at a high pace with the progress of IP-enabled mobile
technologies (3G, 4G), the end of the digital divide, the advent of the Internet of Things (sensors,

actuators, daily objects), and the proliferation of virtual machines in geo-distributed data centers.

The original Internet architecture was built around a host-to-host communication model, and is
perfectly suited for applications, such as file transfer and remote login, that focus on conversations
between pairs of well-known and stationary hosts. The basic architectural principles included end-
to-end addressing, global routability, and a single namespace of IP addresses that could serve simul-
taneously as locators and host identifiers. A second namespace of Fully Qualified Domain Names
(FQDN) was later added, and the Domain Name System (DNS) was developed to map between such

names and addresses.

Astonishingly, the ‘heart’ of the Internet architecture, i.e., the Internet Protocol Suite, is almost the
same as what Internet pioneers projected as part of an experimental research project to provide inter-
connection between a few heterogeneous computer networks. More than 30 years have passed since
the specification and implementation of the single network layer protocol [3] that today underpins the

converged communication infrastructure hosting these days’ World Wide Computer.

The initially monolithic Transmission Control Program [1] was later divided into a layered archi-
tecture consisting of the Transmission Control Protocol (TCP) [71] at the connection-oriented layer
and the Internet Protocol (IP) [4] at the connection-less internetworking (datagram) layer (see Fig-
ure 3.1). With the insights of running code at scale, the central algorithms of TCP were devised [72]
and after several revisions, the latest specification of TCP [73] contains the protocol operations along

four intertwined algorithms: Slow-start, congestion avoidance, fast retransmit, and fast recovery.

Protocol Layering
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Fig. 3.1: IP Suite Protocol Layering. Source: [71]
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Along this journey, many ideas were added and dropped (e.g., variable address lengths). Once
the specification was implemented and broadly adopted, it has shown to work good enough [14] to
cope gracefully with all the changes below (e.g., link layer speeds and capabilities) and above the IP
waist (e.g., real-time voice/video/gaming, content overlays, application-level multicast, etc.). As a

consequence of its own success, attempts to change the core of the Internet protocol suite have failed.

Once turned into a commercial artefact to transport money rather than packets, numerous consid-
erations have appeared including security and scalability issues. As a side effect of being commercially-
driven and de-centralized, changes in the core require global deployments justified by the right in-
centives for all players. This process has been described by the National Research Council [74] as
ossification, i.e., or inability to change, in multiple dimensions: intellectual (pressure for compati-
bility with the current Internet risks stifling innovative intellectual thinking), infrastructure (ability of
researchers to affect what is deployed in the business-driven core infrastructure), and system (lim-
itations in the current architecture have led to shoe-horn solutions that increase the fragility of the

system).

The lack of industry motivation to implement risky changes have been noted by networking re-
searchers as the main non-technical challenges associated with deploying various flavors of Quality
of Service (QoS), IP Multicast, and IPv6. In the case of the later, the most recent specification for the
next generation network layer protocol has been waiting for deployment since 1998. Only recently,
some signs of adoption can be highlighted, but still the overall IPv6 traffic in Internet backbone and
regional ISPs accounts for only a fraction of the total Internet traffic. Among the show-stoppers of
IPv6 lays the success of carrier-grade NAT solutions, which despite clouding the end-to-end signifi-
cance of IP addresses have proven to be useful in (i) extending the life of the IPv4 address space, (ii)
helping in contain security threats, and (iii) assisting renumbering procedures. It can be also argued
that the lack of incentives for IPv6 may be also a consequence of the inherent resembleness to [Pv4,

i.e., carrying many of the IPv4 mistakes or inadequacies to today’s use of the network.

Similar difficulties apply to the Border Gateway Protocol (BGP). Established as the de facto stan-
dard for inter-domain routing, being multi-domain/provider requires almost a global-scale, synchro-

nized protocol update in case of changes that are not backwards-compatible.

In the case of IP multicast, many multicast routing protocols have been proposed since its con-
ception in the early 90’s, see comprehensive surveys [75, 76]. A number of theories, both technical
and business based, have been proposed to explain why inter-domain multicast has not yet seen de-
ployment [77, 78, 79]. The proposed reasons include the lack of control for who can receive, the
knowledge of the number of receivers at the source, and the lack of incentives of upstream providers

to reduce the amount of monetized traffic.
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At the same time, the beauty of the flexible design of the Internet is that it has enabled numerous
evolutionary ‘patching’ approaches to emerge without having to change the network infrastructure.
Indeed, it is being argued that the Internet is a victim from its own success. Many ad-hoc and patches
solutions have been and are being developed. These include middleboxes like firewalls, NATs, Mo-
bile IP home agents, and security protocols like IPSEC or TLS. Furthermore, we are assisting to an
increase of overlay networks for content distribution like P2P systems and CDNss.

Despite all the non-driving forces, the sense that the Internet suffers from design issues that could
be solved on the whiteboard, has and still motivates more fundamental research on global-scale net-
worked systems, specially as new spins to rethink the Internet emerge (cf. content-orientism in Sec-
tion 3.2). Similarly as how IP was initially conceived as an overlay on top of the telephone system,
researchers are trying the Tantalus task of devising whether today’s Internet overlays could be the

precursors of the so-sought future generation Internet architecture.

3.1.1 The role of the Control and Data Planes

What you need is that your brain is open. — Paul Erdos

Networking systems are commonly decomposed into functional modules, which are organized
into groups or “planes.” The network architecture defines how these (protocol) functions are placed
at different points in the network (e.g., end-systems, access/core routers, servers, clients, overlay
nodes, etc.). Functional correctness and efficient coordination between different functions typically
requires the maintenance of shared information across time — commonly called “state” — at various
nodes and in packet headers. See [80] and [81] for a comprehensive discussion on the principles and
guidelines of network architectures. As observed by Rexford et al. [82], the broad organization of

functions into planes can be dictated by the following time- and space-scales:

Data plane functions are those that operate at line-speed time-scales and involve packet handling
primitives (e.g., congestion control, reliability, encryption). For example, the data plane (also-
called forwarding plane) performs packet forwarding (e.g., longest-prefix match on destination
IP field to decide on the egress interface to the next hop), as well as the access control lists
(ACLs) that filter packets based on rules defined on the header fields. Additional functions of
the fast data plane include tunneling, queue management, and packet scheduling. In terms of

spatial scales, the data plane is local to an interface card of a single router.

Control plane functions happen at a longer time-scale and enable data plane functions. The con-

trol plane consists of the network-wide distributed algorithms that compute parts of the state
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required for the data plane (e.g., routing, signaling, name resolution, address resolution, traf-
fic engineering). For example, the control plane includes BGP update messages and the BGP
decision process, as well as the intra-domain routing protocols such as OSPF, its link-state ad-
vertisements (LSAs), and the shortest-path routing algorithm (e.g., Dijkstra). As a result of
these protocols the forwarding table (FIB) that determines the data plane packet forwarding is
generated. Control plane functions include all type of signaling protocols (e.g., MPLS, RSVP,
ATM PNNI signaling, telephony/X.25/ISDN) that associate global identifiers (addresses) to lo-
cal state (e.g., labels, resources). Moreover, end-to-end signaling (e.g., SIP, TCP and IPSEC
connection setup) belong also to control plane functions that setup data plane enabling state.
Name resolution based on DNS is also a control plane function that maps names to addresses
and enables end-to-end data plane activities. Control-plane functions may be data-driven, i.e.
triggered by a data-plane event (e.g., ARP, DNS), or be purely control-driven and operate in the
background (e.g., 